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Abstract

Much research has been done on the problem of English pro-
noun resolution, but there has been relatively little work on the
corresponding problem of Chinese pronoun resolution. While
pronoun resolution in both languages remains a challenging
task, Chinese pronoun resolution is further complicated by
(1) the lack of publicly available Chinese word lists or dictio-
naries that can be used to look up essential mention attributes
such as gender and number; and (2) the relative dearth of Chi-
nese coreference-annotated data. Existing approaches to Chi-
nese pronoun resolution are monolingual, training and testing
a pronoun resolver on Chinese data. In contrast, we propose
a bilingual approach to Chinese pronoun resolution, aiming
to improve the resolution of Chinese pronouns by leverag-
ing the publicly available English dictionaries and corefer-
ence annotations. Experiments on the OntoNotes 5.0 corpus
demonstrate that our bilingual approach to Chinese pronoun
resolution significantly surpasses the performance of state-of-
the-art monolingual approaches.

Introduction

Recent years have seen a surge of interest in multilingual
anaphora and coreference resolution, as evidenced by the or-
ganization of shared tasks that focus on multilingual coref-
erence, such as the series of ACE evaluations, the SemEval-
2010 shared task on Coreference Resolution in Multiple Lan-
guages (Recasens et al. 2010), and the CoNLL-2012 shared
task on Modeling Multilingual Unrestricted Coreference in
OntoNotes (Pradhan et al. 2012). An important outcome of
these shared tasks is the creation of annotated coreference
data in multiple languages. For example, a corpus composed
of coreference-annotated documents in six European lan-
guages was released as part of the SemEval-2010 shared
task, and both the OntoNotes 5.0 corpus and the ACE cor-
pus, which are released as a consequence of the CoNLL-
2012 shared task and the ACE evaluations respectively, are
composed of coreference-annotated documents in English,
Chinese, and Arabic. These corpora have enabled the devel-
opment of corpus-based approaches to anaphora and coref-
erence resolution in languages other than English.
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Our goal in this paper is to improve the state of the art
in Chinese overt pronoun resolution.! Given the availabil-
ity of Chinese coreference-annotated data, a natural question
is: how can a learning-based Chinese pronoun resolver be
built? Perhaps the simplest solution, which is also the solu-
tion adopted by virtually all the participants of the CoNLL-
2012 shared task and the ACE evaluations, is to build it in
exactly the same way as an English resolver, meaning that
we can just train on the available Chinese training data and
employ the same kind of features that are typically used for
English pronoun resolution. In principle, there is no prob-
lem with constructing a Chinese pronoun resolver using this
monolingual approach, because basic linguistic constraints
on coreference, such as agreement in gender, number, and
semantic class, are applicable to both English and Chinese.

In practice, however, such a monolingual approach to Chi-
nese pronoun resolution may not work as well as it does for
English pronoun resolution for at least two reasons. First,
while there exist publicly available English word lists that
can be used to look up essential mention attributes such as
gender and number, such resources are not available for Chi-
nese. In fact, gender and number word lists are provided by
the CoNLL-2012 shared task organizers for English but not
Chinese. Second, the amount of coreference-annotated data
available for training Chinese resolvers is far less than that
available for training English resolvers. For example, the En-
glish training data used for the CoNLL-2012 shared task con-
sists of 1.6 million tokens, whereas the Chinese training data
consists of only 950,000 tokens.

Motivated by these observations, we propose a bilingual
approach to Chinese pronoun resolution, seeking to improve
the state of the art by leveraging two kinds of English re-
sources, namely (1) publicly available word lists and dic-
tionaries for computing essential mention attributes such as
gender and number; and (2) existing English coreference an-
notations. Experiments on the OntoNotes 5.0 corpus demon-
strate that our bilingual approach significantly surpasses the
performance of state-of-the-art monolingual approaches.

!"There are two kinds of pronouns in Chinese, namely overt and
zero pronouns. In this paper, we will focus exclusively on the reso-
lution of overt pronouns. For the sake of simplicity, we will use the
term pronouns to refer to overt pronouns throughout the paper.



Approach: An Overview

At the core of our approach is a combination of two methods
for exploiting English word lists and coreference annotations
to resolve Chinese pronouns, as described below.

In the first method, we begin by machine-translating all
the Chinese training documents into English, so that each
Chinese mention is mapped to its English counterpart in the
translated text.”> Then, we create the instances for training
a Chinese resolver as in the typical monolingual approach,
meaning that the feature vector will be composed of fea-
tures computed based on the Chinese pronoun to be resolved
(call it p) and one of its candidate antecedents (call it ¢), as
well as features capturing the relationship between p and c.
We then augment the feature vector with features computed
for the English pronoun to which p is mapped and the En-
glish candidate antecedent to which c is mapped. Finally, we
train a Chinese pronoun resolver on the feature-augmented
training instances as in the monolingual approach. Note that
feature augmentation allows us to exploit English word lists
and dictionaries for computing essential attributes of a men-
tion such as gender and number, which in turn helps us to
resolve the Chinese pronouns. Of course, the usefulness of
these English features for Chinese pronoun resolution de-
pends in part on whether there is a natural correspondence
between gender and number in English and Chinese. For-
tunately, there is a direct correspondence, meaning that an
English name/nominal always has the same number and gen-
der as the corresponding Chinese name/nominal. Also note
that to employ this method, both the Chinese training docu-
ments and the Chinese test documents need to be machine-
translated into English, as feature augmentation is needed in
the creation of both the training and test instances.

Unfortunately, the aforementioned method does not en-
able us to exploit English coreference-annotated data. To
address this shortcoming, we introduce a second method
wherein we train an English pronoun resolver on only the
English coreference-annotated training data. Each training
instance is represented using features computed based on the
English pronoun to be resolved and one of its candidate an-
tecedents, as well as features that capture the relationship be-
tween the two. During testing, we first machine-translate the
Chinese document whose pronouns are to be resolved into
English, so that each Chinese mention is mapped to its En-
glish counterpart in the translated text. Then, we apply the
English resolver acquired in the training step to resolve the
English mentions in the translated text. Finally, we project
the resolution results back to the Chinese side to resolve Chi-
nese pronouns. Unlike the first method, this method exploits
both the English coreference annotations and the English
word lists for computing the attributes of an English mention.
In addition, we only need to machine-translate the Chinese
test documents, as the training step merely involves training
an English resolver on the English training documents.

A natural question is: which method should we employ to
resolve Chinese pronouns? We hypothesize that an ensem-

’In practice, word alignment errors do not permit each Chinese
mention to be mapped to an English mention. We will address this
issue when detailing our bilingual approach in the next section.
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ble method that combines both of the methods above would
work better than any of these methods alone. The reason is
that the first method exploits only the Chinese coreference-
annotated data in the training step, whereas the second
method exploits only the English coreference-annotated data
in the training step. Hence, only when we combine both
methods can we exploit the coreference-annotated data for
both English and Chinese.

Approach: Implementation Details

In this section, we describe the details involved in imple-
menting the bilingual approach to Chinese pronoun resolu-
tion that we outlined in the previous section. As we will see,
our approach requires the training of three pronoun resolvers,
namely a Chinese pronoun resolver that is trained using the
typical monolingual approach, an English resolver trained
using the second method described above, and a mixed re-
solver trained using feature augmentation, as described in the
first method above. Before we describe the details of how
these three resolvers are trained, recall that the English re-
solver requires that a test Chinese document be machine-
translated into English so that each Chinese mention can be
mapped to an English mention, and the mixed resolver re-
quires that both the training and the test Chinese documents
be machine-translated into English.> We therefore begin by
describing the document preprocessing step, which includes
details on how the Chinese mentions are mapped to the En-
glish mentions after machine translation (MT).

Document Preprocessing

Recall that the output of MT is a pseudo parallel corpus con-
sisting of Chinese-English sentence pairs that are translations
of each other. The goal of the preprocessing step is to align
(1) the words in each sentence pair and (2) the mentions in
each sentence pair.

Word alignment. We align the words in each pair of sen-
tences using BerkeleyAligner*. Note that BerkeleyAligner
outputs a posterior probability P, for each aligned word
pair indicating the probability that the two words in the pair
should be aligned. We filter those aligned pairs whose prob-
ability is below a predefined threshold.

Mention alignment. Next, we extract the mentions from
each Chinese document and each English document using
Chen and Ng's (2012) and Bjorkelund and Farkas's (2012)
mention detectors, respectively.” We then align each Chinese
mention M, with an English mention using the two rules:
Head rule. Let [, be M.'s head word, and ), be the
highest-probability English word to which H;, should be
mapped according to the word aligner. If H jwe is ahead word
for some mention M., we will align M. with M..
Boundary rule. If the head rule fails, we employ the
boundary rule. Let Ly, be the leftmost word of M. and

In our experiments, we use Google Translate (trans-
late.google.com) for machine translation.

*http://code.google.com/p/berkeleyaligner/

>These two systems were the top-performing systems in the
CoNLL-2012 shared tasks (Pradhan et al. 2012).



Ry, be the rightmost word of M.. We (1) find the highest-
probability English words L), and R}, to which L, and
Ry, should be aligned respectlvely, (2) create an English
mention starting with L), and ending with R}, ; and (3)
align M, with this Enghsh mention.

Classifier Training

Next, we train our three resolvers, the Chinese resolver, the
English resolver, and the mixed resolver. Each resolver is a
binary classifier that determines whether a pronoun my, and
one of its candidate antecedents m; are coreferent or not
(Soon, Ng, and Lim 2001), where the set of candidate an-
tecedents of my, is the set of mentions preceding my, in the
associated text. All these mention-pair models are trained on
the training data using the SVM learning algorithm imple-
mented in the LIBSVM software package (Chang and Lin
2011), which returns a value between 0 and 1 that indicates
the probability that mj, and m; are co-referring.

Training an English pronoun resolver, PR”. Training
instances for PR” are created from the English training texts
using Soon, Ng, and Lim's (2001) method. Specifically, we
create (1) a positive instance for each anaphoric pronoun
my, and its closest antecedent m;; and (2) a negative in-
stance for my, paired with each of the intervening mentions,
Mj41,Mj42,. .., Mi—1. Bach instance is represented using
a set of features employed by Bjorkelund and Farkas's (2012)
coreference resolver, one of the top performing systems in
the CoNLL-2012 shared task. Linguistically, the feature set
consists of lexical, grammatical, syntactic, semantic, and po-
sitional features, as well as conjunctions of these features.

Training a Chinese pronoun resolver, PRC. Training in-
stances for PR” are created from the Chinese training texts
using Soon, Ng, and Lim's (2001) method. Each instance is
represented using the features employed by Bjorkelund and
Farkas's Chinese coreference resolver. Note that the features
used by their English and Chinese resolvers are essentially
the same, except that (1) the gender and number agreement
features are only present in the English feature set, since
these features were not provided for the Chinese documents
by the CoNLL-2012 shared task organizers; and (2) features
are conjoined differently in the two languages owing to the
use of different heuristics.

Training a mixed pronoun resolver, PR, Next, we
train a mixed pronoun resolver that employs a stronger fea-
ture set composed of information extracted from both lan-
guages. The training instances for PR are a subset of those
created for PRC. Specifically, while the training instances
for PR are created from all anaphoric Chinese pronouns,
those for PRM are created only from those anaphoric Chi-
nese pronouns that have been aligned to some English pro-
noun. The features representing the instance, however, fall
into two groups. The first group consists of features com-
puted from m; and mj by PR®, where my, is a Chinese

The complete list of features can be found in the source code
of the resolver. See http://www.ims.uni-stuttgart.de/forschung/
ressourcen/werkzeuge/IMSCoref.en.html. The linguistic annota-
tions used to compute these features, such as POS tags and syntactic
parse trees, are automatically created.
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anaphoric overt pronoun and m; is one of its candidate an-
tecedents. The second group consists of features computed
from mj and my by PRE | where m; and my are the En-
glish counterparts of m; and m;, according to our mention
alignment algorithm.

Classification of Test Instances

After training, each of these resolvers can be applied inde-
pendently to classify test instances. Recall that PR is used
to classify test instances created directly from the Chinese
test documents. PRM is also used to classify test instances
created directly from the Chinese test documents, except that
each instance is represented using features computed from
both the Chinese mention and the English mention involved.
On the other hand, PR is used to classify test instances cre-
ated from the translated Chinese documents.

What this implies is that given a pronoun mj to be re-
solved in a Chinese test document, PR will always produce
some result for my, (i.e., either resolving it to some preced-
ing mention or determining that it has no antecedent). On the
other hand, PR and PR” may not always produce a result
for my,. More specifically, recall that for PR , a test instance
will be created from a pronoun if and only if it can be mapped
to some English mention. Hence, if my, is not mapped to any
English mention, no instances will be created for it, and as a
result, PRM will not produce any result for it. The situation is
similar for PR . Specifically, since PR? classifies instances
created from the translated Chinese documents, if my, is not
mapped to any English mention in the translated text, PR
will not produce any result for it.

In sum, given a test instance composed of a Chinese pro-
noun, my,, and one of its candidate antecedents, m, if both
my, and m; can be mapped to some English mentions, then
each of the three resolvers will return a value that indicates
the probability that m; and my, are coreferent. However, if
mj, or m; is not mapped, then we assume that the value re-
turned by PR and PR¥ for the test instance formed from
my, and m; is NA (Not Applicable).

Resolution Methods

Next, we describe how we combine the three resolvers above
to resolve a Chinese pronoun in a test text. We investigate
four resolution methods. For notational convenience, we as-
sume that my, is the pronoun to be resolved.

Method 1. We resolve my, to the closest preceding mention
whose coreference probability with m, according to PR¥ is
at least 0.5. If PR¥ returns NA or a value of less than 0.5
for all of my's preceding mentions, then we resolve my, to
the closest preceding mention whose coreference probability
with my, is at least 0.5 using PR¢.

Method 2. Method 2 is the same as Method 1 except that
PR¥ is replaced with PR

Method 3. Unlike the previous two resolution methods,
which exploit only two of the three resolvers, the next two
resolution methods exploit all three resolvers.

Recall that each of the three resolvers independently re-
turns a value for each of m;,'s candidate antecedents that in-
dicates the probability that it is coreferent with my, (though



the returned value might be NA for PR™ and PR¥). In
Method 3, we take the unweighted average of these three
probabilities for each candidate antecedent, and resolve my
to the closest candidate antecedent whose average corefer-
ence probability is at least 0.5. Note that NA values will be
ignored when computing the unweighted average.

Method 4. Let us first define some notation. Let m; denote
a candidate antecedent of my, and Pﬁc s PﬁC , and P].I‘,g[ be the
coreference probabilities between m; and m;, according to
PRY, PR¥ and PRM, respectively. In Method 4, we resolve
my, to the closest preceding mention m; if at least one of
four conditions is satisfied: (1) Pﬁ; > tos (2) Pj]‘,f > tar
3) Pﬁ; > tp;and (4) P> > 0.5, where to, tar, and tg
are thresholds to be tuned, and P"°"" is a probability that
we will define shortly. In essence, the first three conditions
say that if any of the three mention-pair models is confident
that m; is the correct antecedent of my, (by virtue of the fact
that the corresponding coreference probability is above some
confidence threshold), then we resolve my, to m ;. Otherwise,
we check the fourth condition, P"°""™ > (0.5, where

Pﬁ; + Pﬁcwe(Pa)w“ + ij\k{wm(Pa)w"'m
1+ we(Py)%ae + Wy (Py)Wem

In this formula, the numerator is a weighted combination
of P¢, PE and PM (i.e., the coreference probabilities re-
turned by the three pronoun resolvers), and the denomina-
tor normalizes P} to a value between 0 and 1. A closer
inspection of the formula reveals that the weight associated
with PZ has two components, w, and P%<. The weight pa-
rameter w,, which can be thought of as indicating the relative
importance of PR” in the decision-making process, is fine-
tuned by P;"*¢, where P, is the probability returned by the
alignment model’, and w,. adjusts the degree of influence
of P, on the weight associated with P¥. The two weights
associated with PM can be interpreted similarly.

As we can see, the four conditions have seven tunable
parameters. We jointly tune them to maximize performance
(which in this case is F-score) on held-out development data
using a hill-climbing local search algorithm, where we tune
one parameter at a time while holding the remaining param-
eters fixed.

Finally, note that Method 4 can be applied only if all three
resolvers return coreference probabilities for each of my's
candidate antecedents. Hence, if PRE or PRM returns NA
for a given candidate antecedent, we replace NA with the
value returned by PRC.

norm __
jk

Evaluation
Experimental Setup

Corpus. We use the OntoNotes 5.0 corpus that we ob-
tained from the CoONLL-2012 shared task organizers for eval-
uating our bilingual approach to Chinese pronoun resolution.

"We define P, as the minimum of the probability of aligning
the head words of the Chinese and English pronominal anaphors
and the probability of aligning the head words of the Chinese and
English candidate antecedents.
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Type Train Dev Test Total

CH Docs 1,391 172 166 1,729

Words 750K 110K 90K 950K

Chains 28,257 3875 3,559 35,691
Mentions || 102,854 | 14,183 | 12,801 | 129,838

EN Docs 1,940 222 222 2,384

Words 1.3M 160K 170K 1.6M

Chains 35,143 4,546 4,532 44221
Mentions || 155,560 | 19,156 | 19,764 | 194,480

Table 1: Statistics on the Chinese (CH) and English (EN)
data in the OntoNotes 5.0 corpus.

Resolution Method || R P F A? AT A°
1 | Closest-first 7177 653 684 71.7 593 674
2 | Best-first 720 65.6 68.7] 720 593 67.6
3 | Best Shared Task 638 67.5 65.6| 63.8 76.7 682
4 | Rahman and Ng 643 652 647 643 685 658
5 | Method 1 656 644 650| 656 660 658
6 | Method 2 73.0 65.1 68.8| 73.0 56.7 674
7 | Method 3 715 705 71.0| 71,5 67.6 702
8 | Method 4 711 715 713| 71.1 704 70.8

Table 2: Resolution results on the OntoNotes 5.0 test set. The
strongest result in each column is boldfaced.

Statistics on the Chinese and English coreference-annotated
data that we employed are shown in Table 1. We follow the
shared task's train-test partition of the documents, perform-
ing training and parameter tuning on the training and devel-
opment documents and reserving the test documents solely
for evaluation purposes. Specifically, when Methods 1-3
are employed, we train the three resolvers on the combined
training-development set; on the other hand, since Method 4
requires parameter tuning, we train the resolvers on the train-
ing set and tune the parameters on the development set.

Evaluation metrics. We report results in terms of recall
(R), precision (P), and F-score (F) on resolving anaphoric
pronouns. Hence, P and R increase with the number of cor-
rectly resolved pronouns. Also, P increases with the number
of unresolved non-anaphoric pronouns.

We additionally report results in terms of (1) the percent-
age of anaphoric pronouns correctly resolved (A%), which is
equivalent to the recall number mentioned above; (2) the per-
centage of non-anaphoric pronouns not resolved (A™%); and
(3) the overall accuracy (A°), which is computed as the sum
of the number of correctly resolved anaphoric pronouns and
the number of unresolved non-anaphoric pronouns divided
by the total number of pronouns.

Results and Discussion

Results are shown in Table 2.

Baseline 1: Monolingual approach. This baseline has
two versions. Both versions are trained in the same manner
as PR, and differ only in how the pronouns are resolved.
Baseline 1a employs closest-first clustering, resolving a pro-
noun to the closest coreferent candidate antecedent (row 1).
Baseline 1b employs best-first clustering, resolving a pro-
noun to the candidate with the highest coreference probabil-
ity (row 2). As we can see, they are statistically indistinguish-



able with respect to all six evaluation metrics.?

Baseline 2: Best shared task system. To gauge the per-
formance of Baseline 1, we run the best-performing Chinese
coreference resolver in the shared task on this test data.’
Since this resolver outputs coreference chains, we assume
that a pronoun my, is correctly resolved if its closest an-
tecedent in the system chain appears in the gold chain con-
taining my, (row 3). As we can see, this resolver performs
significantly worse than Baseline 1b, owing to large drops in
recall accompanied by smaller drops in precision. This infor-
mation is also reflected in its lower A® and higher A™®. Its
AZ? is slightly higher than but not statistically distinguishable
from that of Baseline 1b.

Baseline 3: Rahman and Ng's (2012) approach. The res-
olution approach closest to ours is Rahman and Ng's. They
assume a setting in which coreference-annotated data is
only available in one language (which in their case is En-
glish), and their goal is to resolve a pronoun by applying
a three-step annotation projection approach where they (1)
machine-translate the texts in the target language into En-
glish, (2) apply the coreference resolver trained on the En-
glish coreference-annotated data to each translated text, and
(3) project the coreference chains back to the target language.
In essence, their approach is the same as our Method 1, ex-
cept that no backoff model will be used to resolve a pronoun
p if p or any of its candidate antecedents cannot be mapped
to an English mention.

In an attempt to obtain stronger baseline results, we ap-
plied our reimplementation of Rahman and Ng's approach to
our test data. Results are shown in row 3. As we can see,
Baseline 1b significantly outperforms this baseline with re-
spect to both F-score and A°. Consequently, we will compare
our approach against Baseline 1b, the best baseline.

Our bilingual approach. Rows 5—8 show the results of
our approach.

Row 5 shows the results of Method 1, where we resolve
a Chinese pronoun 1, using PR” and backoff to PR only
if my, is not mapped to any English pronoun. As we can see,
this method yields significantly worse results than the base-
line with respect to both F-score and A as a result of a large
drop in recall.

Row 6 shows the results of Method 2, which differs from
Method 1 in that PR is replaced with PR . Two points de-
serve mention. First, in comparison to Method 1, we see that
F-score increases significantly by more than 3.8% and A°
increases significantly by 1.6%, owing to a considerable rise
in recall. These results suggest that PR™, which combines
features from both languages, is indeed a stronger resolver
than the monolingual PR” .

Second, its F-score and accuracy are indistinguishable
from those of the best baseline. Since the major difference
between the baseline (PR) and Method 2 (PR + PR¢) lies
in whether the features from the English side (e.g., gender,

8 All significance tests are paired ¢-tests, with p < 0.05.
The system is available from www hlt.utdallas.edu/~yzcchen/
coreference.
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number) are used, these statistically indistinguishable results
seem to suggest that English gender and number are not use-
ful for resolving Chinese pronouns. To understand whether
this is indeed the case, we examine the pairwise R, P, and
F of PR® and PRM on the test set. The R/P/F scores are
35.8/63.1/45.7 for PR® and 40.0/57.8/47.2 for PR™ . These
results show that PR performs better than PR at the pair-
wise level, suggesting that the English features are indeed
useful for resolving Chinese pronouns.

Rows 7 and 8 show the results of Methods 3 and 4, where
resolution decisions are made by taking the unweighted and
weighted averages of the probabilities returned by the three
models, respectively. The F-score and A° of Method 4 are
statistically indistinguishable from those of Method 3. In ad-
dition, the F-score and A of both methods are significantly
better than those of Method 2, owing to a substantial in-
crease in precision. These results suggest that (1) even the
simple unweighted averaging scheme can perform as well as
weighted averaging via automatic parameter tuning; and (2)
employing all three models offers better results than employ-
ing only two models.

Analysis of Results
Comparison with the Monolingual Baseline

To better understand why our best-performing approach (the
one employing Method 4) is superior to the best baseline (the
monolingual baseline using best-first clustering), we analyze
some cases where our approach makes the correct decision
and the best baseline fails.

The NEUTER attribute. Recall that the CoNLL-2012
shared task organizers provided the participants with a se-
mantic resource that can be used to label an English men-
tion with its gender (i.e., Masculine, Feminine or Neuter
(Bergsma and Lin 2006), but such a resource is not avail-
able for Chinese. As a result, our monolingual baseline may
incorrectly link a pronoun to a candidate antecedent that is in-
compatible with respect to the NEUTER attribute. Consider
the following example!”:

CARY) LA T . PrUL (fib) SORARARESE, 1 HF
ak /
A AR LE
(Tooth root) has healed. So (he) laughs very beautiful, and
the teeth are very good.

The pronoun to be resolved, fih, (he), is Masculine, but its
candidate antecedent, 4" #2 (Tooth root), is Neuter. The base-
line posits them as coreferent, largely owing to the fact that
Z#R (Tooth root) is the pronoun's nearest subject. However,
using the aforementioned English semantic resource, our ap-
proach knows that the candidate antecedent's English coun-
terpart has the attribute Neuter and therefore correctly clas-
sifies this pair as not coreferent.

The NUMBER attribute. Unlike English nouns, Chinese
nouns do not inflect in number. Thus, if a noun is not pre-
modified by a number indicator such as — 4% (some), ' %

19For all the examples shown in this subsection, the first line is
the original Chinese sentence, whereas the second line is its English
translation obtained via Google Translate.



Machine Trans. Human Trans.
Resolution Method || R P F R P F
1 | Closest-first 63.0 627 628 63.0 627 628
2 | Best-first 623 620 622| 623 620 622
3 | Best Shared Task 552 658 60.1| 552 658 60.1
4 | Rahman and Ng 547 58.1 564| 46.1 599 52.1
5 | Method 1 55,6 574 56.5| 563 59.8 580
6 | Method 2 65.6 598 62.5| 65.7 61.7 63.7
7 | Method 3 61.7 669 642| 63.6 66.7 65.1
8 | Method 4 63.8 653 64.5 645 67.0 65.7

Table 3: Resolution results on the 400-document parallel cor-
pus obtained via five-fold cross validation. The strongest result
in each column is boldfaced.

(many) and the suffix ], it is generally hard to determine
whether a noun is Plural or not. However, when a MT sys-
tem translates a plural Chinese noun into English, it may be
able to correctly turn the noun into its plural form by exploit-
ing context. The following example illustrates this case.

BEIAIAE ) TR I U (FF IR )«
%Z)&%Jﬁ/ﬁﬂf—;ﬁ\'%ﬁ%&‘@ﬁﬁlﬂ@}ﬁﬁiﬁﬁi%@ﬁéfﬁ
it
Saddam 's brutal repression of the 1980s (Shiites). (It) was
Rumsfeld and U.S. failure in Iraq, the historic foundation.

In this example, the pronoun to be resolved is X (It), and
one of its candidate antecedents is {1 M YR Z{4E (Shiites).
Since iX (It) is Singular, all Plural candidate antecedents,
including {1 IR L 4E (Shiites), should be removed from
consideration. However, in the monolingual baseline, as the
IR 204E (Shiites) is not marked as Plural (because num-
ber information is absent in the Chinese corpus), the baseline
wrongly posits this candidate antecedent as coreferent with
X (It). In contrast, the English counterpart of this candidate
antecedent has a plurality marker (i.e., the suffix 's'), so our
approach correctly determines that this candidate antecedent
is not coreferent with the pronoun.

Impact of Machine Translation Quality

Recall that two of our classifiers, PRM and PR, rely on au-
tomatically translated English text. A natural question, then,
is: to what extent does MT quality impact pronoun reso-
lution performance? To answer this question, we compare
the results of our approach when it is used in combination
with human-translated text and with machine-translated text.
Specifically, we repeat the experiments in Table 2 on the 400
document-parallel corpus in OntoNotes 5.0, first using the
English documents produced by machine-translating the 400
Chinese documents, and then using the human-translated
documents taken from the document-parallel corpus.'!
Five-fold cross-validation results of different resolution
methods using MT and human translation (HT) are shown
in Table 3. The systems in the first three rows of the table
do not rely on translated text, so their results under both the
MT and HT columns are identical. The Rahman and Ng re-
sults shown in row 4 are somewhat counter-intuitive: F-score

"Note that the document-parallel corpus is not sentence-parallel.
To align Chinese and English sentences, we employ the Cham-
pollion Tool Kit (http://champollion.sourceforge.net/) and heuris-
tically adjust its output to improve the recall rate of the alignment.
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drops by 6% when MT is replaced with HT. An examination
of the output reveals that the errors in sentence and mention
alignment have contributed to the poorer HT results. While
we also need to perform mention alignment in the case of
MT, the mention alignment rate on the machine-translated
text is higher than that on the human-translated text (94.5%
vs. 90.3%). The reason why it is easier to align mentions in
machine-translated text is simple: the structures of the sen-
tences in a machine-translated sentence pair are more similar
to each other than those in a human-translated pair.

Rows 5—8 of Table 3 show the results of the four resolu-
tion methods employed by our approach. Note that any dif-
ferences between the MT and HT results should be attributed
to not only differences in translation quality, but also differ-
ences in sentence and mention alignment rate. As expected,
when MT is replaced with HT, the F-scores of all four meth-
ods increase significantly by 0.9—1.5%.

Note that the relative performance of the resolution meth-
ods remains the same when MT is replaced with HT. This
observation also holds true when we compare the results in
Table 2 and Table 3.

Related Work

Outside the ACE evaluations and the CoNLL-2012 shared
task, there has been little work on Chinese anaphora and
coreference resolution, and all of these works used mono-
lingual approaches. Luo and Zitouni (2005) employ Chi-
nese specific syntactic features for coreference resolution.
Wang and Ngai (2006) apply clustering to Chinese corefer-
ence resolution, employing features commonly-used for En-
glish coreference resolution. Wei et al. (2008) employ syn-
tactic features and word senses to resolve third-person Chi-
nese pronouns. Kong and Zhou (2012) employ tree kernels
to resolve Chinese pronouns. Kong and Ng (2013) exploit
zero pronouns to improve Chinese coreference resolution.

To our knowledge, our bilingual approach is the only
approach to pronoun resolution that exploits coreference-
annotated data in two languages (in our case English and
Chinese) to help improve the resolution of pronouns in the
poorer-resourced language of the two (in our case Chinese).
The approaches that are most closely related to ours are those
that attempt to resolve pronouns in a resource-poor language
via annotation projection. Specifically, these approaches op-
erate under the setting where coreference-annotated docu-
ments are only available in a resource-rich language (e.g,
English) for training a resolver, but no coreference-annotated
data is available in the target language. As noted before, the
idea is to resolve the mentions in the target language via an
annotation projection approach, where the documents in the
target language can be translated automatically (using ma-
chine translation, see Rahman and Ng (2012)) or manually
(possibly via a parallel corpus, see Harabagiu and Maio-
rano (2000) and de Souza and Orasan (2011)).

Conclusions

We investigated a novel bilingual approach to Chinese pro-
noun resolution that exploits English resources. Results on
OntoNotes 5.0 show that our approach significantly outper-



forms its monolingual counterparts with respect to both F-
score and accuracy. To our knowledge, our results for this
task are the best results reported to date on this dataset.
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