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Abstract

While traditional work on text clustering
has largely focused on grouping docu-
ments by topic, it is conceivable that a user
may want to cluster documents along other
dimensions, such as the author’'s mood,
gender, age, or sentiment. Without know-
ing the user’s intention, a clustering al-
gorithm will only group documents along
the most prominent dimension, which may
not be the one the user desires. To ad-
dress this problem, we propose a novel
way of incorporating user feedback into
a clustering algorithm, which allows a
user to easily specify the dimension along
which she wants the data points to be clus-
tered via inspecting only a small number
of words. This distinguishes our method
from existing ones, which typically re-
quire a large amount of effort on the part
of humans in the form of document an-
notation or interactive construction of the
feature space. We demonstrate the viabil-
ity of our method on several challenging
sentiment datasets.

Introduction

where the goal is to cluster (or classify) a set of
documents (e.g., reviews) according to the po-
larity (e.g., “thumbs up” or “thumbs down”) ex-
pressed by the author in an unsupervised man-
ner. Despite the large amount of recent work on
sentiment analysis and opinion mining, much of
it has focused osupervisednethods (e.g., Pang
et al. (2002), Kim and Hovy (2004), Mullen and
Collier (2004)). One weakness of these existing
supervised polarity classification systems is that
they are typicallyjdomain-andlanguage-specific
Hence, when given a new domain or language,
one needs to go through the expensive process of
collecting a large amount of annotated data in or-
der to train a high-performance polarity classifier.
Some recent attempts have been made to leverage
existing sentiment corpora or lexica to automati-
cally create annotated resources for new domains
or languages. However, such methods require
the existence of either a parallel corpus/machine
translation engine for projecting/translating anno-
tations/lexica from a resource-rich language to the
target language (Banea et al., 2008; Wan, 2008),
or a domain that is “similar” enough to the target
domain (Blitzer et al., 2007). When the target do-
main or language fails to meet this requirement,
sentiment-based clustering or unsupervised polar-

Text clustering is one of the most important appli-ity classification become appealing alternatives.
cations in Natural Language Processing (NLP). pUnfortunately, to our knowledge, these tasks are
common approach to this problem consists of (1jargely under-investigated in the NLP community.
computing the similarity between each pair of doc-Turney’s (2002) work is perhaps one of the most
uments, each of which is typically represented as gotable examples of unsupervised polarity classi-
bag of words; and (2) using an unsupervised clusfication. However, while his system learns the se-
tering algorithm to partition the documents. TheMmantic orientation of the phrases in a review in an
majority of existing work on text clustering has unsupervised manner, this information is used to
focused ortopic-basedtlustering, where high ac- predict the polarity of a review heuristically.
curacies can be achieved even for datasets with a Despite its practical significance, sentiment-
large number of classes (e.g., 20 Newsgroups). based clustering is a challenging task. To illus-
On the other hand, there has been relatively littrate its difficulty, consider the task of clustering
tle work onsentiment-basedustering and the re- a set of movie reviews. Since each review may
lated task ofunsupervised polarity classificatipn contain a description of the plot and the author’s



sentiment, a clustering algorithm may cluster re-a hidden dimension, witkery limiteduser feed-
views along either thplot dimension or theenti- back. In comparison to the aforementioned feed-
mentdimension; and without knowing the user’s back mechanisms, ours is arguably much simpler:
intention, they will be clustered along the mostwe only require that the useselecta dimension
prominentdimension. Assuming the usual bag-by examining a small number of features for each
of-words representation, the most prominent di-dimension, as opposed to having the ugener-
mension will more likely beplot, as it is not un- ate the feature space in an interactive manner or
common for a review to be devoted almost excluidentify clusters that need to be merged or split. In
sively to the plot, with the author briefly express- particular, identifying clusters for merging or split-
ing her sentiment only at the end of the review.ting in Balcan and Blum’s algorithm may not be as
Even if the reviews contain mostly subjective ma-easy as it appears: for eaptERGE or SPLIT de-
terial, the most prominent dimension may still notcision the user makes, she has to sample a large
besentimentdue to the fact that many reviews arenumber of documents from the cluster(s), read
sentimentally ambiguousSpecifically, a reviewer through the documents, and base her decision on
may have negative opinions on the actors but at ththe extent to which the documents are (dis)similar
same time talk enthusiastically about how mucho each other. Perhaps more importantly, our hu-
she enjoyed the plot. The presence of both posiman experiments involving five users indicate that
tive and negative sentiment-bearing words in thesall of them can easily identify the sentiment di-
reviews renders the sentiment dimenslidden mension based on the features, thus providing sug-
(i.e., less prominent) as far as clustering is congestive evidence that our method is viable.
cerned. Therefore, there is no guarantee that the In sum, our contributions in this paper are three-
clustering algorithm will automatically produce a fold. First, we propose a novel feedback mecha-
sentiment-based clustering of the reviews. nism for clustering allowing a user to easily spec-
ify the dimension along which she wants data
eoints to be clustered and apply the mechanism

reviews are clustered along tsentimentlimen- to the challenging, yet under-investigated problem

sion, possibly in an interactive manner. One wa)Pf sentiment-based clustering. Second, spectral

to do this would be to ask the user to annotatd®@Ming, which is the core of our method, has not
a small number of reviews with polarity infor- 2€€n applied extensively to NLP problems, and we
mation, possibly through an active learning IOrO_hope that our work can increase the awareness of

this powerful machine learning technique in the

cedure to minimize human intervention (Dredze ) i )
and Crammer, 2008). Another way would be toN_L_P community. Finally, we demonstrgte f[he via-
bility of our method not only by evaluating its per-

have the user explicitly identify the relevant fea-

tures (in our case, the sentiment-bearing words) dPrmance on sentiment datasets, but also via a set
the beginning of the clustering process (Liu et al.Of human experiments, which is typically absent

2004), or incrementally construct the set of reIe_in papers that involve algorithms for incorporating

vant features in an interactive fashion (Bekkermarf'Se" feedback. _ _

et al., 2007; Raghavan and Allan, 2007; Roth and The rest of the paper is organized as follows.
Small, 2009). In addition, the user may supplyseCtiO” 2 presents the basics of spectral clustering,
constraints on which pairs of documents must owvhich will facilitate the discussion of our feedback

must not appear in the same cluster (Wagstaff eqnechgnism in Section 3._ We describe our human
al., 2001), or simply tell the algorithm whether experiments and evaluation results on several sen-

two clusters should bmergedor split during the time_nt da_ttasets _in Section 4, and present our con-
clustering process (Balcan and Blum, 2008). It jsclusions in Section 5.

worth noting that many of these feedback mech- )

anisms were developed by machine learning re2 SpPectral Clustering

searchers for general clustering tasks and not f
sentiment-based clustering.

Hence, itis important for a user to provide feed-
back on the clustering process to ensure that th

Uvhen given a clustering task, an important ques-
tion to ask is: which clustering algorithm should
Our goal in this paper is to propose a novelwe use? A popular choice ismeans. Neverthe-

mechanism allowing a user to cluster a set of doculess, it is well-known thak-means has the major
ments along the desired dimension, which may berawback of not being able to separate data points



that are not linearly separable in the given featurédVlethod 1: Using the second eigenvector only
space (e.g., see Dhillon et al. (2004) and Cai et alThe first method is to use only the second eigen-
(2005)). Spectral clustering algorithms were de-ector,e,, to partition the points. Besides reveal-
veloped in response to this problem wittmeans. ing one of the most important dimensions of the
The central idea behind spectral clustering is talata, this eigenvector induces an intuitively ideal
(1) construct a low-dimensional space from thepartition of the data — the partition induced by the
original (typically high-dimensional) space while minimum normalized cut of the similarity graph
retaining as much information about the originalwhere the nodes are the data points and the edge
space as possible, and (2) cluster the data points ineights are the pairwise similarity values of the
this low-dimensional space. The rest of this secpoints (Shi and Malik, 2000). Clustering in a one-
tion provides the details of spectral clustering.  dimensional space is trivial: since we have a lin-
_ earization of the points, all we need to do is to
2.1 Algorithm determine a threshold for partitioning the points.
Although there are several well-known spectralHowever, we follow Ng et al. (2002) and cluster
clustering algorithms in the literature (e.g., Weissusing 2-means in this one-dimensional space.
(1999), Shi and Malik (2000), Kannan et al. Method 2: Using m eigenvectors
(2004)), we .adopt the one propo;ed by Ng et alRecall from Section 2.1 that after eigen-
(2002), as it is arguably the most widely-used. Thedecomposing the Laplacian matrix, each data

algorithm takes as input a similarity matrikcre- point is represented by: co-ordinates. In the

ated by applying a user-defined similarity funcuo.nsecond method, we simply use 2-means to cluster

to each pair of d‘?‘ta points. Below are the MaNpe data points in thism-dimensional space,
steps of the algorithm: effectively exploiting all of then eigenvectors.
1. Create the diagonal matrik whose {,i)-
th entry is the sum of theé-th row of S, 3 Our Approach
and then construct the Laplacian matfix=
D_I/QSD_1/2.
. Find the eigenvalues and eigenvectorg of
3. Create a new matrix from the eigenvectors
that correspond to the largest eigenvalue’s.

As mentioned before, sentiment-based clustering
is challenging, in part due to the fact that the re-
views can be clustered along more than one di-
mension. In this section, we propose and incor-
o porate a user feedback mechanism into a spec-
4. Each data point is now rank-reduced 10 &4 cystering algorithm, which makes it easy for

point in them-dimensional space. Normal- 5 \qer to specify the dimension along which she
ize each point to unit length (while retaining \, 2nts to cluster the data points.
the sign of each value).

5. Cluster the resulting data points usirg
means.

N

Recall that our method first applies spectral
clustering to reveal the most important dimensions
of the data, and then lets the user select the de-

In essence, each dimension in the reduced spagfred dimension. To motivate the importance of
is defined by exactly one eigenvector. The reasonser feedback, it helps to understand why the two
why eigenvectors with large eigenvalues are usedlaseline clustering algorithms described in Sec-
is that they capture the largest variance in the dataion 2.2, which are also based on spectral meth-
As a result, each of them can be thought of as reeds but do not rely on user feedback, may not al-
vealing an important dimension of the data. ways yield a sentiment-based clustering. To be-
gin with, consider the first method, where only
the second eigenvector is used to induce the par-
As Ng et al. (2002) point out, “different authors tition. Recall that the second eigenvector reveals
still disagree on which eigenvectors to use, andhe most prominent dimension of the data. Hence,
how to derive clusters from them”. There are twoif sentiment is not the most prominent dimension

common methods for deriving clusters using thgwhich can happen if the non-sentiment-bearing

eigenvectors. These methods will serve as our

baselines in our evaluation. “Using the normalized cut (as opposed to the usual cut)

- ensures that the size of the two clusters are relatively bal-
For brevity, we will refer to the eigenvector with theth anced, avoiding trivial cuts where one cluster is empty and

largest eigenvalue simply as theth eigenvector. the other is full. See Shi and Malik (2000) for details.

2.2 Clustering with Eigenvectors



words outnumber the sentiment-bearing words irgain can be applied to identify these informa-
the bag-of-words representation of a review), therive features (see Yang and Pedersen (1997)
the resulting clustering of the reviews may not befor an overview), we employ a more sophisti-
sentiment-oriented. A similar line of reasoningcated feature-ranking method that we caléax-
can be used to explain why the second baselinenum margin feature rankingMMFR). Recall
clustering algorithm, which clusters based on allthat a maximum margin classifier (e.g., a support
of the eigenvectors in the low-dimensional spaceyector machine) separates data points from two
may not always work well. Since each eigenvectorclasses while maximizing the margin of separa-
corresponds to a different dimension (and, in partion. Specifically, a maximum margin hyperplane
ticular, some of them correspond to non-sentimenis defined byw - x — b = 0, wherex is a fea-
dimensions), using all of them to represent a reture vector representing an arbitrary data point,
view may hamper the accurate computation of thandw (a weight vector) and (a scalar) are pa-
similarity of two reviews as far as clustering alongrameters that are learned by solving the following
the sentiment dimension is concerned. In the restonstrained optimization problem:
of this section, we discuss the major steps of our
user-feedback mechanism in detail. arg min %HWHQ +C Z &

(2

Step 1: Identify the important dimensions .

To identify the important dimensions of the given SUPject to

reviews, we take the top eigenvectors computed . (w.x; —b) >1-¢, 1<i<n,

from the eigen-decomposition of the Laplacian ) ‘ )
matrix, which is in turn formed from the input sim- Wherec; € {+1, —1} is the class of the-th train-
ilarity matrix. We compute the similarity between N POINtX;, &; is the degree of misclassification
two reviews by taking the dot product of their fea- ©f Xi» @ndC is a regularization parameter that bal-
ture vectors (see Section 4.1 for details on featur@NCes training error and model complexity.

vector generation). Following Ng et al., we setthe e Usew to identify the most informative fea-

diagonal entries of the similarity matrix to O. tures for a partition. Note that a feature with a

Step 2: Identify the rel t feat large positive weight is strongly indicative of the
ep 2: ldentify the relevant features positive class, whereas a feature with a large neg-

Given the eigen-decomposition from Step 1, Weitive weight is strongly indicative of the negative

first obtain the second through the fifth €IgeNVeC ass. In other words, the most informative fea-

tors’, which as mentioned above, correspond Qures are those with large absolute weight values.

the most important dimensions of the data. ThenWe exploit this observation and identify the most

we ask the user to selecF one of the four d'_menTnformative features for a partition by (1) training
sions defined by these eigenvectors according t

their rel ; i t 0 o do thi 8n SVM classifiet on the partition, where data
imelrreievance 1o sentiment. e way to do ISpoints in the same cluster belong to the same class;
is to (1) induce one patrtition of the reviews from g) sorting the features according to the SVM-

_e:jach'oflthe'\;our: e;gle .nV;Ctor_S’ uzsglg a dpr;)c;:dur earned feature weights; and (3) generating two
identical to Method 1 in Section 2.2, and (2) AV€ranked lists of informative features using the top

the user inspect the four partitions and decideand bottom 100 features, respectively

\k’JVhICZ clorr(ispondsﬂr:q ost (_:Io(sjely tbo aksentlm.ertn- Given the ranked lists generated for each of the
at?}eth'c ES derlr;g. fe rgsmk 'ram ?fh associa efé)ur partitions, the user will select one of the parti-

WIth this kind ot userteedback IS thal IN€ USer May;, ¢ 4imensions as most relevant to sentiment by

have to read a large number of reviews in order tcfnspecting as many features in the ranked lists as

make aldeC|3|or:£ Hertl_ce, o reo(ljuce.humaln _edﬁonheeded. After picking the most relevant dimen-
we employ an alternative procedure: we (1) | en'sion, the user will label one of the two feature lists

tify the most informative features for CharaCteriz'associated with this dimension a&sITIVE and
ing each partition, and (2) have the user inSIDeClthe other asNEGATIVE. Since each feature list

Just th'e featurgs rather than the reylews. ) represents one of the clusters, the cluster associ-
While trad|t|c_)na_| feature gelecﬂon_techmqyesated with the positive list is labelezbsiTIvE and

such as log-likelihood ratio and information

- 4All the SVM classifiers in this paper are trained using
3The first eigenvector is not used because it is a constarthe SVM*9"* package (Joachims, 1999), with the learning

vector, meaning that it cannot be used to partition the data. parameters set to their default values.



the cluster associated with the negative list is la4 Evaluation
beledNEGATIVE.
In comparison to existing user feedback mech4.1 Experimental Setup

anisms for assisting a clustering algorithm, OurﬁDatasets. We use five sentiment classification

requires comparatively little human intervention:datasets including the widely-used movie review
we only require that the user select a dimension b ataset [}\AOV] (Pang et al., 2002) as well as four

examining a small number of features, as oppose atasets containing reviews of four different types
to having the user construct the feature space Ol products from Amazon [books (BOO), DVDs
identify clusters that need to be merged or split a '

. : ) ?DVD), electronics (ELE), and kitchen appliances
is required with other methods. (KIT)] (Blitzer et al., 2007). Each dataset has
Step 3: Identify the unambiguous reviews 2000 labeled reviews (1000 positives and 1000
There is a caveat, however. As mentioned in theegatives). To illustrate the difference between
introduction, many reviews contain both pOSitiVEtopiC_based C|ustering and sentiment-based clus-
and negative sentiment-bearing words. These amering, we will also show topic-based clustering
biguous reviews are more likely to be clusteredresuits on POL, a dataset created by taking all the

incorrectly than their unambiguous counterpartSqocuments from two sections of 20 Newsgroups,
Now, since the ranked lists of features are deriveghamely,sci . crypt andt al ks. politics.

from the partition, the presence of these ambigu- 1 preprocess a document, we first tokenize and

ous reviews can adversely affect the identificationyqncase it and then represent it as a vector of
of informative features using MMFR. As a result, unigrams, using frequency as presence. In ad-

we remove the ambiguous reviews before deriVinQ}Iition, we remove from the vector punctuation,
informative features from a partition. numbers, words of length one, and words that oc-
We employ a simple method for identifying un- ¢, in only a single review. Following the common
ambiguous reviews. In the computation of eigeny, actice in the information retrieval community,
values, each data point factors out the orthogoye gisp exclude words with high document fre-
nal projections of each of the other data pomtsquency, many of which are stopwords or domain-
with which they have an affinity. Ambiguous data specific general-purpose words (e.g., “movies” in
points receive the orthogonal projections fromipa movie domain). A preliminary examination

both the positive and negative data points, and o evaluation datasets reveals that these words
hence they have near zero values in the pivofyically comprise 1-2% of a vocabulary. The de-
eigenvectors. We exploit this important informa- .ision of exactly how many terms to remove from
tion. The basic idea is that the data points Withgach dataset is subjective: a large corpus typically
near zero values in the eigenvectors are more aMgqyires more removals than a small corpus. To be
biguous than tho_se with Ia_rge absolute values. Aonsistent, we simply sort the vocabulary by doc-
a result, we posit 250 reviews from each cluster, ent frequency and remove the top 1.5%.
whose corresponding values in the eigenvector are
farthest away from zero as unambiguous, and inEvaluation metrics. We employ two evaluation
duce the ranked list of features only from the re-metrics. First, we report results in terms of the ac-
sulting 500 unambiguous reviews. curacy achieved on the 2000 labeled reviews for
Step 4: Cluster along the selected dimension ~ €ach dataset. Second, following Kamvar et al.
Finally, we employ the 2-means algorithm to clus-(2003), we evaluate the clusters produced by our
approach against the gold-standard clusters using

ter all the reviews along the dimension (i.e., the )
eigenvector) selected by the user, regardless ¢f€ Adjusted Rand Index (ARI). ARI ranges from

whether a review is ambiguous or not. —1to 1; better clusterings have higher ARI values.

>Note that 500 is a somewhat arbitrary choice. Under-4 2 Baseline Systems
lying this choice is our assumption that a fraction of the re- ™

views is unambiguous. As we will see in the evaluation sec-, . . .
tion, these 500 reviews can be classified with a high accuracyglus'[erlng using the second eigenvector only.

consequently, the features induced from the resulting clusAS our first baseline, we adopt Shi and Malik’s ap-
ters are also of high quality. Additional experiments I’evea|pr0ach and cluster the reviews using Only the sec-

that the list of top-ranking features does not change signifi- . . . .
cantly when induced from a smaller number ofunambiguousOnd eigenvectore,, as described in Section 2.2.

reviews. Results on POL and the five sentiment datasets are



Accuracy Adjusted Rand Index

System Variation POL MOV KIT BOO DVD ELE || POL MOV KIT BOO DVD ELE
Baseline: 2nd eigenvectolf 93.7 70.9 69.7 589 553 508 0.76 0.17 0.15 0.03 0.01 0.0
Baseline:m eigenvectors || 959 59.3 632 60.1 625 638 084 003 0.07 004 0.06 0.0
Our approach 937 709 69.7 695 708 658 076 017 015 0.15 0.17 0.1

O o=

Table 1: Results in terms of accuracy and Adjusted Rand Index for thetisets.

shown in row 1 of Table £. As we can see, this ment datasets deteriorates. These results can be
baseline achieves an accuracy of 90% on POL, buttributed to the fact that for BOO, DVD, and
a much lower accuracy (of 50-70%) on the senELE, e, does not capture the sentiment dimension,
timent datasets. The same performance trend caut since some other eigenvector in the ensemble
be observed with ARI. These results provide supdoes, we see improvements. On the other hand,
port for the claim that sentiment-based clusterindhas already captured the sentiment dimension in
is more difficult than topic-based clustering. MOV and KIT; as a result, employing additional
In addition, it is worth noting that the base- dimensions, which may not be sentiment-related,
line achieves much lower accuracies and ARI valimay only introduce noise into the computation of
ues on BOO, DVD, and ELE than on the re-the similarities between the reviews.
maining two sentiment datasets. Singgecap-
tures the most prominent dimension, these result$.3 Our Approach

sugggst that_ sentlrnen.t dimension is not the mOSlzluman experiments. Unlike the two baselines,
prominent dimension in these three datasets. In

fact. this is intuitively plausibl For instan our approach requires users to specify which of the
'actr’1 bs i q Ultively pa_ltL_JS be. K ori satce, four dimensions (defined by the second through
N the Dook domain, POSItve DOOK TEVIEWS TyP- g, eigenvectors) are most closely related to sen-
ically contain a short description of the content,

) . i . timent by inspecting a set of features derived from
with the reviewer only briefly expressing her sen-

. . . . the unambiguous reviews for each dimension us-
timent somewhere in the review. Similarly for the .

. . . . ing MMFR. To better understand how easy it is
electronics domain: electronic product reviews ar

. . . . For a human to select the desired dimension given
typically aspect-oriented, with the reviewer talk- . -
the features, we performed the experiment inde-

ing about the pros and cons of each aspect of thSendentIy with five humans (all of whom are com-

p_roduct (e:g., battery, qlurablllty). __Slnce the re_puter science graduate students not affiliated with
views are likely to contain both positive and nega-

. . . . gﬂs research) and computed the agreement rate.
tive sentiment-bearing words, the sentiment-base M cially. § h dataset h q
clustering is unlikely to be captured Iay. ore spectiically, for each dataset, we snowe

each human judge the top 100 features for each
Clustering using top five eigenvectors. As our  cluster according to MMFR (see Tables 4-6 for
second baseline, we represent each data poigtsnippet). In addition, we informed them of the
using the top five eigenvectors (i.ee, through intended dimension: for example, for POL, the
&), and cluster them using 2-means in this 5judge was told that the intended clustering is Poli-
dimensional space, as described in Section 2.3ics vs. Science. Also, if she determined that more
Hence, this can be thought of as an “ensemblethan one dimension was relevant to the intended
approach, where the clustering decision is collecclustering, she was instructed to rank these dimen-
tively made by the five eigenvectors. sions in terms of their degree of relevance, where
Results are shown in row 2 of Table 1. Inthe most relevant one would appear first in the list.
comparison to the first baseline, we see improve- The dimensions (expressed in terms of the IDs
ments in accuracy and ARI for the three datasetgf the eigenvectors) selected by each of the five
on which the first baseline performs poorly (i.e..judges for each dataset are shown in Table 2. The
BOO, DVD, and ELE), with the most drastic agreement rate (shown in the last row of the ta-
improvement observed on ELE. On the otherple) was computed based on only the highest-
hand, performance on the remaining two sentiranked dimension selected by each judge. As we
— _ _ can see, perfect agreement is achieved for four of
Owing to the randomness in the choice of seeds for 2-, . . -

means, these and all other experimental results involving Zthe five sentiment datasets, and for the remaining
means are averaged over ten independent runs. two datasets, near-perfect agreement is achieved.



Jufge 2"2';1 M(ZDV KlzT B(zo D\éD EEE the clusters may not be an accurate representation
> 24 5 5 4 3 3 | Of the corresponding dimension, and the human
3 4 2,4 4 4 3 3 judge may have a difficult time identifying the in-

4 23 | 2 2 4 3 34 | tended dimension. In fact, some human judges re-
5 2 2 2 4 3 3 4 difficultv in identifving th di
Agr |1 80% | 100% | 80% | 100% | 100% | Toov| Ported difficulty in identifying the correct dimen-

sion for the ELE dataset, and this can be attributed
biguous documents.

POL | MOV | KIT | BOO | DVD | ELE
Acc T 9981 870 18761 862 874 1 776 Features as summary. Recall that the method

we proposed represents each dimension with a
Table 3: Accuracies on unambiguous documentsSMall number of features and asks a user to se-

lect the desired dimension by inspecting the corre-

sponding feature lists. In other words, each feature
These results together with the fact that it took SHist serves as a “summary” of its corresponding di-
6 minutes to identify the relevant dimension, indi- mension, and inspecting the features induced for
cate that asking a human to determine the intendeglach dimension can give us insights into the dif-
dimension based on solely the “informative” fea-ferent dimensions of a dataset. Hence, if a user is
tures is a viable task. not sure how she wants the data points to be clus-
Clustering results. Next, we cluster all 2000 tered (due to lack of knowledge of the data, for
documents for each dataset using the dimensiotistance), our automatically induced features may
selected by the majority of the human judges. Thé&erve as an overview of the different dimensions
clustering results are shown in row 3 of Table 1. Inof the data. To better understand whether these
comparison to the better baseline for each datasdgatures can indeed provide a user with additional
we see that our approach performs substantiallysefm information about a dataset, we show in Ta-
better on BOO, DVD and ELE, at almost the samebles 46 the top ten features induced for each clus-
level on MOV and KIT, but slightly worse on POL. ter and each dimension for the six datasets. As an
Note that the improvements observed for BOOgxample, consider the MOV dataset. Inspecting
DVD and ELE can be attributed to the failureesf the induced features, we can determine that it has
to capture the sentiment dimension. Perhaps mosgtsentiment dimensiorey), as well as a humor vs.
importantly, by exploiting human feedback, our thriller dimension €;). In other words, if we clus-
approach has achieved more stable performander alonge;, we get a sentiment-based clustering;
across the datasets than the baselines, with accur@?d if we cluster along,, we obtain a genre-based
cies ranging from 65.8% to 93.7% and ARI rang-(humor vs. thriller) clustering.

ing from 0.10 t0 0.76. User feedback vs. labeled data. Recall that our
Role of unambiguous documents. Recall that two baselines are unsupervised, whereas our ap-
the features with the largest MMFR were com-proach can be characterized as semi-supervised, as
puted from the unambiguous documents only. Tat relies on user feedback to select the intended di-
get an intuitive understanding of the role of unam-mension. Hence, it should not be surprising to see
biguous documents in our approach, we show irthat the average clustering performance of our ap-
Table 3 the accuracy when the unambiguous dogsroach is better than that of the baselines.
uments in each dataset were clustered using the To do a fairer comparison, we conduct another
eigenvector selected by the majority of the judgesexperiment in which we compare our approach
As we can see, the accuracy of each dataset &gainst a semi-supervised sentiment classification
higher than the corresponding accuracy shown igystem, which uses transductive SVM as the un-
row 3 of Table 1. In fact, an accuracy of more thanderlying semi-supervised learner. More specifi-
85% was achieved on all but one dataset. This sugzally, the goal of this experiment is to determine
gests that our method of identifying unambiguoushow many labeled documents are needed in or-
documents is useful. der for the transductive learner to achieve the same
Note that it is crucial to be able to achieve a highlevel of performance as our approach. To answer
accuracy on the unambiguous documents: if clusthis question, we first give the transductive learner
tering accuracy is low, the features induced fromaccess to the 2000 documents for each dataset as
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muslims israelis department| ensure perfect war disney lives
sdpa tim bosnia care drama crew animated told
argic uci live strong focus alien laughs happen
davidian ab matter police strong planet production am
dbd@ura | z@uvirginia freedom omissions beautiful horror voice felt
troops holocaust politics excepted nature evil hilarious happened
C, C, C, C, C, C, C, C,
sternlight escrow standard internet worst sex thriller comic
wouldn sternlight sternlight uucp stupid romantic killer sequences
pap algorithm des uk waste school murder michael
crypto access escrow net bunch relationship crime supporting
algorithm net employer quote wasn friends police career
isn des net ac video jokes car production
likely privacy york co worse laughs dead peter
access uk jake didn boring sexual killed style
idea systems code ai guess cute starts latest
cryptograph pap algorithm mit anyway mother violence | entertaining

Table 4: Top ten features induced for each dimension for the POL and &@Ains.The shaded columns
correspond to the dimensions selected by the human judges.., es are the top eigenvector€; andC- are the clusters.

BOO ELE
€ €3 €4 € € €3 €4 €5
Cy Ci Ca Cy Ci Ca Cy Cy
history series loved must mouse music easy amazon
must man highly wonderful cable really used cable
modern history easy old cables ipod card card
important | character enjoyed feel case too fine recommend
text death children away red little using dvd
reference| between again children monster | headphonesg problems camera
excellent war although year picture hard fine fast
provides seems excellent someone kit excellent drive far
business | political understand man overall need computer printer
both american three made paid fit install picture
C, C, Cs C, C, Cs C, C,
plot buy money boring working worked money phone
didn bought bad series never problem worth off
thought | information nothing history before never amazon worked
boring easy waste pages phone item over power
got money buy information days amazon return battery
character recipes anything between headset| working years unit
couldn pictures doesn highly money support much set
I look already page months months headphones phones
ending waste instead excellent return returned sony range
fan copy seems couldn second another received little

Table 5: Top ten features induced for each dimension for the BOO anddBbtains.The shaded columns
correspond to the dimensions selected by the human judges.., es are the top eigenvector€; andC- are the clusters.

unlabeled data. Next, we randomly sample 50 unreaches the accuracy achieved by our system. Re-
labeled documents and assign them the true labedults of this experiment are shown in Table 7. Ow-
We then re-train the classifier and compute its acing in the randomness involved in the selection of
curacy on the 2000 documents. We keep addingnlabeled documents, these results are averaged
more labeled data (50 in each iteration) until itover ten independent runs. As we can see, our



KIT DVD
€ €3 €4 € € €3 €4 €5
Cy Cy Cy Ci Cy Ci Cy Cy
love works really pan worth music video money
clean water nice oven bought | collection music quality
nice clean works cooking series excellent found video
size work too made money | wonderful feel worth
set ice quality pans season must bought found
kitchen makes | small better fan loved workout version
easily thing sturdy heat collection perfect daughter picture
sturdy need little cook music highly recommend| waste
recommend| keep think using tv makes our special
price best item clean thought special | disappointed| sound
C, C, C, C, C, C, Cs C,
months price ve love young worst series saw
still item years coffee between money cast watched
back set love too actors thought fan loved
never ordered | never | recommend men boring stars enjoy
worked amazon | clean makes cast nothing original whole
money gift months over seems minutes comedy got
did got over size job waste actors family
amazon quality pan little beautiful saw worth series
return received| been maker around pretty classic season
machine knives pans cup director reviews action liked

Table 6: Top ten features induced for each dimension for the KIT and BdfDains.The shaded columns
correspond to the dimensions selected by the human judges.., es are the top eigenvector€; andC- are the clusters.

POL | MOV | KIT | BOO | DVD | ELE | gjmultaneously maximizing inter-cluster similar-
#labels[| 400 | 150 | 200 | 350 | 350 | 200 ity and intra-cluster dissimilarity. Hence, if the
user’s intended clustering dimension is not the
most prominent dimension, these unsupervised
clustering algorithms will fail miserably. To
user feedback is equivalent to the effort of hand-address this problem, we proposed to integrate a
annotating 275 documents per dataset on averagrovel user feedback mechanism into a spectral

Multiple relevant dimensions. As seen from clustering algorithm, which allows us to mine

Table 2, some human judges selected more thaii€ inténded, possibly hidden, dimension of the
one dimension for some datasets (e.g., 2,3,4 fg#at@ and produce the desired clustering. This
POL: 2,4 for MOV: and 3,4 for ELE). However, mechanism differs from competing methods in
we never took into account these “extra” dimen-that it requires very limited feedback: to select the

sions in our previous experiments. To better un

intended dimension, the user only needs to inspect
derstand whether these extra dimensions can hefhSMall number of features. We demonstrated its
improve accuracy and ARI, we conduct anothe

yviability via a set of human and automatic experi-
experiment in which we apply 2-means to clus-

Table 7: Transductive SVM results.

ments with unsupervised sentiment classification,

ter the documents in a space that is defined bPtaining promising results.

all of the selected dimensions. The final accu- N future work, we plan to explore several ex-
racy turns out to be 95.9%, 70.9%, and 67.5% fofensions to our proposed method. First, we plan to
POL, MOV, and ELE respectively, which is con- US€ our user-feedback method in combination with
siderably better than using only the optimal di-&Xisting methods (e.g., Bekkerman et al. (2007))

mension and suggests that the extra dimensior€" IMProving its performance. For instance, in-

contain useful information. stead of having the user construct a relevant fea-
ture space from scratch, she can simply extend
5 Conclusions the set of informative features identified for the

user-selected dimension. Second, since none of
Unsupervised clustering algorithms typically the steps in our method is specifically designed
group objects along the most prominent di-for sentiment classification, we plan to apply it to
mension, in part owing to their objective of other non-topic-based text classification tasks.
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