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Abstract

To build a coreference resolver for a new
language, the typical approach is to first
coreference-annotate documents from this tar-
get language and then train a resolver on these
annotated documents using supervised learn-
ing techniques. However, the high cost asso-
ciated with manually coreference-annotating
documents needed by a supervised approach
makes it difficult to deploy coreference tech-
nologies across a large number of natural lan-
guages. To alleviate this corpus annotation
bottleneck, we examine a translation-based
projection approach to multilingual corefer-
ence resolution. Experimental results on two
target languages demonstrate the promise of
our approach.

the language to go through the labor-intensive, time-
consuming process of hand-annotating a potentially
large number of documents with coreference anno-
tation before a supervised resolver can be trained.
One may argue that a potential solution to this
corpus annotation bottlenedk to employ arunsu-
pervisedor heuristicapproach to coreference resolu-
tion, especially in light of the fact that they have re-
cently started to rival their supervised counterparts.
However, by adopting these approaches, we are sim-
ply replacing the corpus annotation bottleneck by
another, possibly equally serious, bottleneck, the
knowledge acquisition bottleneckSpecifically, in
these approaches, one has to employ knowledge of
the target language to design coreference rules (e.g.,
Mitkov (1999), Poon and Domingos (2008), Raghu-

nathan et al. (2010)) or sophisticated generative
models (e.g., Haghighi and Klein (2007,2010), Ng
(2008)) to combine the available knowledge sources.
Noun phrase (NP) coreference resolution is the One could argue that designing coreference
task of determining which NPs (anention} refer rules and generative models may not be as time-
to each real-world entity in a document. Recentonsuming as annotating a large coreference corpus.
years have witnessed a surge of interest in multilinFhis may be true for a well-studied language like
gual coreference resolution. For instance, the ACEnglish, where we can easily compose a rule that
2004/2005 evaluations and SemEval-2010 Sharaiisallows coreference between two mentions if they
Task 1 have both involved coreference resolution idisagree in number and gender, for instance. How-
multiple languages. As evidenced by the particiever, computing these features may not be as simple
pants in these evaluations, the most common aps we hope for a language like Chinese: the lack of
proach to building a resolver for a new languagenorphology complicates the determination of num-
is supervised which involves training a resolver ber information, and the fact that most Chinese first
on coreference-annotated documents from the tarames are used by both genders makes gender deter-
get language. Although supervised approaches workination difficult. The difficulty in accurately com-
reasonably well, they present a challenge to deployputing features translates to difficulties in compos-
ing coreference technologies across a large numbieg coreference rules: for example, the aforemen-
of natural languages. Specifically, for each new lartioned rule involving gender and number agreement,
guage of interest, one has to hire native speakers a$ well as rules that implement traditional linguistic
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constraints on coreference, may no longer be accatution. If our results indicate that projection is a
rate and desirable to have if the features involvegdromising approach, then the automatic coreference
cannot be accurately computed. Consequently, vaanotations it produces can be used to augment the
believe that research in multilingual coreference resnanual annotations that capture the properties spe-
olution will continue to be dominated by supervisectific to the target language, thus alleviating the cor-
approaches. pus annotation bottleneck.

Given the high cost of annotating data with coref-
erence chains, it is crucial to explore methods fo2 Related Work on Projection

obtaining annotated data in a cost-effective manner. o _
Motivated in part by this observation, we examinel Ne idea of projecting annotations from a resource-

one such method that has recently shown promidi€h language to a resource-scarce language was
for a variety of NLP tasks, translation-based projec@riginally proposed by Yarowsky and Ngai (2001)
tion, which is composed of three steps. To coref@nd subsequently developed by others (e.g., Resnik
erence annotate a text in the target language, W€004), Hwa et al. (2005)). These projection al-
(1) machine-translate it to a resource-rich languag@Prithms assume as input a parallel corpus for the
(henceforth thesourcelanguage); (2) automatically SOurce Iangua_ge and the t_arget Iangu_age. Given the
produce the desired linguistic annotations (which if€cent availability of machine translation (MT) ser-
our case are coreference annotations) on the traféces on the Web, researchers have focused more
lated text using the linguistic tool developed for thé®n translated-based projection rather than acquiring
source language (which in our case is a coreferen@eParallel corpus themselves. MT-based projection
resolver) ; and (3) project the annotations from th8as been applied to various NLP tasks, such as part-
source language to the target language. of-spgech tagglng (e.g., _Das_ and Pet_rov (2011)),

Unlike supervised approaches, this projection ald'nennon _detectlon (e.g., thounl_and Florian (2008)),
proach does not require any coreference-annotat@gd sentiment analysis (e.g., Mihalcea et al. (2007)).
data from the target language. Equally importantly, There have been two initial attempts to apply pro-
unlike its unsupervised counterparts, this approagbction to create coreference-annotated data for a
does not require that we have any linguistic knowlresource-poor language, both of which involve pro-
edge of the target language. In fact, we have ngcting hand-annotated coreference data from En-
knowledge of the target languages we employ in ouglish to Romanian via a parallel corpus. Specifically,
evaluation. One of our goals is to examine the fea-arabagiu and Maiorano (2000) create an English-
sibility of building a coreference resolver for a lan-Romanian corpus by manually translating the MUC-
guage for which we have no coreference-annotate@l corpus into Romanian and manually project the
dataandno linguistic knowledge of the language. English annotations to Romanian. On the other

Recall that we view projection as an approactnand, Postolache et al. (2006) apply a word align-
for alleviating the corpus annotation bottleneck, noment algorithm to project the hand-annotated En-
as a solution to the multilingual coreference resoluglish coreference chains and then manually fix the
tion problem. In fact, though rarely emphasized irprojection errors on the Romanian side. Hence,
previous work on applying projection, we note thatheir goal is different from ours in at least two re-
projection alone cannot be used to solve multilinspects. First, while they employ significant knowl-
gual NLP problems, including coreference resoluedge of the target language to creatdemncorefer-
tion. The reason is that every language has its owance corpus, we examine the quality of coreference-
idiosyncrasies with respect to linguistic propertiesannotated data created via an entirely automatic pro-
and projection simply cannot produce annotationsess, determining quality by the performance of the
capturing those properties that are specific to the taresolver trained on the data. Second, unlike ours,
get language. Our goal in this paper is to explore theeither of these attempts is at the level of defining
extent to which projection, which does not requirea technology for projection annotations that can po-
that we have any knowledge of the target languagéentially be deployed across a large number of lan-
can push the limits of multilingual coreference resguages without coreference-annotated data.



3 Translation-Based Projection French text span that has already been mapped to by

Recall that our MT-based projection approach tg prewo.usly-pro.cessed English mentfon. .
To align English and French words, we trained

coreference resolution is composed of three steps. d ali t model using GIZAE4Och and
Given a text in the target language, we (1) machiné: WOrC alighment model using {Och an

el\_ley, 2000) on a parallel corpus comprising the

translate the text to the source language; (2) au- 7. .
tomatically produce coreference annotations on th nglish-French section of Europ%l(IKoeh_n , 2005)
s well as all the French texts (and their translated

translated text using a coreference resolver deve: lish N ts) f hich - ¢
oped for the source language; and (3) project th%ng ish counterparts) for which we want to auto-

annotations from the source language to the targg{atlca”y ir eate coretferencs (t:r? ans. F”olllowmg com-
language. In this section, we employ our approacWonthpralg |cte, wte S emmTD : € pfg;goe _corchljs L:S'
in three settings, which differ in terms of the ex-NY the Forter stemmer (Porter, ) in order to

tent to which linguistic taggers (e.g., chunkers an&e_duce data sparseness. However, even with stem-

named entity (NE) recognizers) for the target lan™"g, WE found that many English words were not

guage are available. The goal is to examine Whethg}hgned to any French words by the resulting align-

these linguistic taggers can be profitably exploited t@entmedil' _Thls WC.)UI? %r?v?:t rlgany ﬁng(;ISh mten-
improve the performance of the projection approac 1ons from being projected 1o tne French side, poten-

Below we assume that English and French are oﬁ'f”‘”y th::l_rmmthh_e recall OT. the Fre:nch coreference
source and target languages, respectively. annotations. To improve alignment coverage, we re-

trained the alignment model by supplying GIZA++
3.1 Setting 1: No French Taggers Available with an English-French bilingual dictionary that we

In this setting, we assume that we do not have acce@sSeémbled using three online dictionary databases:
to any French tagger that we can exploit to improv@Megawiki, Wiktionary, and Universal Dictionary.
projection. Hence, all we can do is to employ the Urthermore, if awords appears in both the English
three steps involved in the projection approach a¥de and the French side in a pair of parallel sen-
described at the beginning of this section to creaf€nces, we assume that it has the same orthographic
coreference-annotated data for French. Specificalf?™™ in both languages and hence we augment the
we translate a French text to an English text usinglingual dictionary with the entry:, w).
GoogleTranslafe and create coreference chains for Note that the use of a supervised resolver like
the translated English text using Recorgi{§toy- Reconcile doesotrender our approach supervised,
anov et al., 2010). To project mentions from EnSince we can replace it with any resolver, be it super-
glish to French, we first align the English and FrencliSeéd, heuristic, or unsupervised. In other words, we
words in each pair of parallel sentences, and thdfeat the resolver built for the source language as a
project the English mentions onto the French text udlack box that can produce coreference annotations.
ing the alignment. However, since the alignment is i ) )

noisy, the French words to which the words in thé’"2 Setting 2: Mention Extractor Available

English mention are aligned may not form a conNext, we consider a comparatively less resource-
tiguous text span. To fix this problem, we followscarce setting where a French mention extractor is
Yarowsky and Ngai (2001) and use the smallest texivailable for identifying mentions in a French téxt
span that covers all the aligned French words to cremd describe how we can modify the projection ap-
ate the French mentich. We process the English proach to exploit this French mention extractor.
mentions in the text in a left-to-right manner, as Gjven a Erench text we want to coreference-
processing the mentions sequentially enablesusto

ensure that an English mention is not mapped to a “While we chose to process the mentions in a left-to-right
manner, any order of processing the mentions would work.

!Seeht tp: //transl ate. googl e. com Seeht t p: / / code. googl e. conl p/ gi za- pp/ .
2Seeht t p: / / www. cs. ut ah. edu/ nl p/ reconci | e. 6Seeht t p: / / www. st at it . or g/ eur opar| /.
We use the resolver pre-trained on the Wolverhampton corpus  “Mention extraction is a term used in Automatic Content
30ther methods for projecting mentions can be found in PosEvaluation to refer to the task of determining the NPs that a
tolache et al. (2006), for example. coreference system should consider in the resolution psoce



annotate, we first translate it to English usinglignment errors would adversely affect the ability
GoogleTranslate and align the French and Englisbf the NP projection algorithm to correctly define
words using a French-to-English word alignmenthe boundaries of the French mentions. Since coref-
algorithm. Next, we identify the mentions in theerence performance depends crucially on the abil-
French text using the given mention extractor, andy to correctly identify mentions (Stoyanov et al.,
project them onto the English text using the NP pro2009), the presence of word alignment errors im-
jection algorithm described in Setting 1. Finally, weplies that the resulting French coreference annota-
run Reconcile on the resulting English mentions téions could score poorly even if the English coref-
generate coreference chains for the translated textence annotations produced by Reconcile were of
and project these chains back to the French text. high quality. In the current setting, on the other
As explained before, the performance of thihand, we reduce the sensitivity of coreference per-
method is sensitive to the accuracy of the NP projedermance to word alignment errors via the use of the
tion algorithm in recovering the English mentionsfFrench mention extractor to produce more accurate
which in turn depends on the accuracy of the worérench mention boundaries.
alignment algorithm. To make this method more ro-
bust to noisy word alignment, we make a modifica3.3 Setting 3: Additional Taggers Available

tion to it. Rather than running Reconcile on the menl':inally, we consider a setting that is the least

R e to identify th i directly f Efesource—scarce of the three. We assume that in ad-
use Reconcile to identify the mentions directly ro_mdition to a French mention extractor, we have access

the translated text. After that, we create a MappINgG, 4iner French linguistic taggers (e.g., syntactic and

bet\_/ve;a_n th? En.tgr:'Sh mder:rtllons pro;jucegl t?y I;he Ngemantic parsers) that will allow us to generate the
projection aigorithm and those produced by ecor]i'nguistic features needed to train a French resolver

C”Zuzgﬁczusm@l :As;t tc:; ?r?glrslzttlzsf.mentions dent on the projected coreference annotations.
P Y. P Specifically, assume thdtestis a set of French

fied by the NP projection algorithm and, be the texts we want to coreference-annotate, &raining

set OT mentlpns identified by Reconcne.. Fpr ®aCHs a set of French texts that is disjoint frofrastbut is
mentionmp in Mp, we map it to a mention i/

: e drawn from the same domain @sst® To annotate
that shares the same right boundary. If this fails, wi . .
. . . . eTesttexts, we perform the following steps. First,
map it to a mention that covers its entire text span. |

o . . . we employ the French mention extractor in combi-
this fails again, we map it to a mention that has a par- . . ) . .
. L SR nation with the method described in Setting 2 to au-
tial overlap with it. If this still fails, we assume that

myp is not found by Reconcile and simply adgp to tomatically coreference-annotate theining texts.

Mpg. As before, we process the mentionshify in Next, motivated by Kobdani et al. (2011), we train

. . a French coreference resolver on the automatically

a left-to-right manner in order to ensure that no two - .
. - . coreference-annotated training texts, using the fea-

Sures provided by the available linguistic taggers. Fi-

mention. Finally, we discard all mentionsiry that
) nally, we apply the resolver to generate coreference
are not mapped by any mention Mp, and present "
chains for eacfesttext.

My to Reconcile for coreference resolution. Since ) . . L
Two questions arise. First, is this method neces-

we now have a 1-to-1 mapping between the Recon- ', . : .
cile mentions and the French mentions, projectinﬁamy better than the one described in Setting 2? We

the coreference results back to French is trivial. ypothesize that the ?”Swef is affirmative: not only
It may not be immediately clear why the exploita-C2" this method exploit the knowledge about the tar-

tion of the mention extractor in this setting may yiel et language provided by the additional linguistic

better coreference annotations than those produc gers, but the resulting coreference resolver may

in Setting 1. To see the reason, recall that one sour@e°oW Us to ggneralize from the (noisily Iabeled)_ daj[a
of errors inherent in a projection approach is Wor&md make this method more robust to the noise in-

alignment errors. In Setting 1, when we tried t0  8ye assume that it s easy to assembleTiaining set, since
project English mentions to the French text, wordinlabeled texts are typically easy to collect in practice.



herent in the projected coreference annotations thaannot be made due to missing data). For a non-
the previously-described methods. Second, is thiglational feature, we refer the reader to the data sets
method necessarily better than projection via a pafer the list of possible value,

allel corpus? Like the first question, this is also an We follow Soon et al.’s (2001) method for creat-
empirical question. Nevertheless, one reason whyg training instances. Specifically, we create (1) a
this method is intuitively better is that it ensures thapositive instance for each anaphoric mentiopand

the training and test documents are drawn from thiés closest antecedent;; and (2) a negative instance
same domain. On the other hand, when projecfor m, paired with each of the intervening mentions,
ing annotations via a parallel corpus, we may enm;.;,m;y,...,mi_1. The classification associ-
counter a domain mismatch problem if the paralleated with a training instance is either positive or neg-
corpus and the test documents come from differenttive, depending on whether the two mentions are
domains, and the coreference resolver may not wodoreferent in the associated text. To train the classi-
well if it is trained and tested on different domains. fier, we use SVNI9"* (Joachims, 1999).

4 Coreference Resolution System Applying the classifier to a test text. After train-

ing, the classifier is used to identify an antecedent
To train the coreference resolver employed in Sefyr 3 mention in a test text. Specifically, each men-
ting 3 in the previous section, we need to derivgion’ my, is compared to each preceding mention,
linguistic features from the documents in the target, ., from right to left, andm; is selected as the an-
language. In our experiments, we employ the corefacedent ofn if the pair is classified as coreferent.
erence data sets produced as part of the SemEvgthe process terminates as soon as an antecedent is

2010 shared task on Coreference Resolution in Mujgynd forim, or the beginning of the text is reached.
tiple Languages. The shared task organizers have

made publicly available six data sets that corres Eyaluation

spond to six European languages. Each data set

comprises not onlyraining andtestdocuments that We evaluate our MT-based projection approach for
are coreference-annotated, but also a number e#&ch of the three settings described in Section 3.
word-based linguistic features from which we derive

mention-based linguistic features for training a re5.1 Experimental Setup

solver. In this section, we will describe how this rey, 5 sets We use the Spanish and Italian data sets
solver is trained and then applied to generate Coréfzo the SemEval-2010 shared task on Coreference
erence chains for unseen documents. Resolution in Multiple Languages. Each data set

Training the coreference classifier. As our coref- i composed of a training set and a test set. Statistics
erence m_o_del, we tralnragntlon—pamnodel, WhICh of these data sets are shown in Table 2.

is a classifier that determines whether two mentions

are co-referring or not (e.g., Soon et al. (2001), N s | Spanish] Italian

; : oo . Training Set Statistics

and Cardie (2002)). E_ach instance(m;, my,) cor number of mentions 28779 | 24853
responds ten; (a candidate antecedent) angl (the number of non-singleton clusters | 48681 | 18376
mention to be resolved), and is represented by a sethumber of singleton clusters 37336 | 15984

of 23 features shown in Table 1. As we can see, each Test Set Statistics

number of mentions 14133 | 13394
feature is eitherelational, capturing the relation be- | number of non-singleton clusters | 8789 9520
tweenm; andmy, or non-relationa) capturing the [ number singleton clusters 6737 | 8288
linguistic property ofmy. The possible values of
a relational feature (excepexICAL) areC (com- Table 2: Statistics of the data sets.

patible), | (incompatible), andNA (the comparison

°Note that any supervised coreference model can be used,'°The data sets can be downloaded frbtrt p: / / st el .
such as an entity-mention model (e.g., Luo et al. (2004)gYanub. edu/ sermreval 2010- cor ef / dat aset s.
et al. (2008)) or a ranking model (e.g., Denis and Baldridge !'Note, however, that our approach is equally applicable to
(2008), Rahman and Ng (2009)). other languages evaluated in the shared task.



Features describingm,, the mention to be resolved

1 NUM_WORDS the number of words im;,

2 COARSEPOS the coarse POS of, (see “P0oS” in Recasens et al. (2010))

3  FINE_POS the fine-grained POS of;, (see “PoS type” in Recasens et al. (2010))
4 NE the named entity tag ofi, if my is a named entity; else NA

5 SR the semantic role afqy,

6 GRAMROLE the grammatical role afy,

7 NUMBER the number ofn;,

8 GENDER the gender ofn

9 PERSON the person ofny, (e.g., first, second, third) if it is pronominal; else NA
Features describing the relationship betweem:;, a candidate antecedent andn,,, the mention to be resolved
10 CS.STRMATCH determines whether the mentions are the same string

11 CI_STRMATCH same as feature 10, except that case differences are ignored

12 CSSUBSTRMATCH determines whether one mention is a substring of the other
13 CI_SUBSTRMATCH same as feature 12, except that case differences are ignored

14 NUMBER_MATCH determines whether the mentions agree in number

15 GENDERMATCH determines whether the mentions agree in gender

16 COARSEPOSMATCH determines whether the mentions have the same coarse POS tag

17 FINE_POSMATCH determines whether the mentions have the same fine-grad8ddy)

18 ROLE_MATCH determines whether the mentions have the same grammaiieal r

19 NE_MATCH determines whether both are NEs and have the same NE type

20 SR.MATCH determines whether the mentions have the same semantic role

21 ALIAS determines whether one mention is an abbreviation or amgworof the other
22 PERSONMATCH determines whether both mentions are pronominal and havgetime person
23 LEXICAL the concatenation of the heads of the two mentions

Table 1: Feature set for coreference resolution.

Scoring programs. To score the output of a coref- tions can be used to derive coreference features, and
erence resolver, we employ four scoring programsesults should be reported on true mentions. We will
MUC (Vilain et al., 1995), B (Bagga and Baldwin, present results corresponding to both settings. Note
1998), ¢3-CEAF (Luo, 2005), and BLANC (Re- that these two settings should not be confused with
casens and Hovy, 2011), which were downloadethe three settings described in Section 3.

from the shared task website (see Footnote 10). Mention extraction. Recall that Settings 2 and 3

Gold-standard versus regular settings. The for- both assume the availability of a mention extrac-
mat of each data set follows that of a typical CoNLLtor for extracting mentions in the target language.
shared task data set. In other words, each row cdin our experiments, we extract mentions using two
responds to a word in a document; moreover, all bunethods. First, we assume the availability of an
the last column contain the linguistic features comeracle mention extractor that will enable us to ex-
puted for the words, and the last column stores thgacttrue mentiongi.e., gold-standard mentions) di-
coreference information. Some of the features wern@ctly from the test texts. Second, we employ simple
computed via automatic means, but some were ekeuristics to automatically extrasystem mentions
tracted from human annotations. Given this distinc- Since coreference performance is sensitive to the
tion, the shared task organizers defined two evaluaccuracy of mention extraction (Stoyanov et al.,
tion settings: in theegular setting, only the columns 2009), we experiment with several heuristic meth-
that were computed automatically can be used to deds for extracting system mentions for both Span-
rive coreference features for classifier training, antsh and Italian. According to our cross-validation
results should be reported on system mentions; @axperiments on the training data, the best heuris-
the other hand, in thgold-standardsetting, only tic for extracting Spanish mentions is different from
the columns that were extracted from human annotéiat for extracting Italian mentions. Specifically, for



Spanish, the best heuristic method operates as fohe supervised resolver achieves an average F-score
lows. First, it extracts all the syntactic heads (i.e.of 66.1 (Spanish) and 65.9 (ltalian). Not surpris-
the word tokens whose gold dependency labels ainegly, under the regular setting, its average F-score
SUBJ, PRED, or GMOD). Second, for each syntacdrops statistically significantly to 54.6 (Spanish)

tic head, it identifies the smallest text span contairand 63.4 (Italian}*

ing the head and all of its dependents, and createast systems in the shared task. To determine
mention from this text span. For Italian, on the othejyhether the upper bounds established by our su-
hand, the best heuristic simply involves creating ongervised systems are reasonable, we show the re-
mention for each gold NE. The reason why this simsyts of the best-performing resolvers participating
ple heuristic works well is that most of the Italianjn the shared task for both languages under the gold-
mentions are NEs, owing to the fact that abstragtandard and regular settings in rows 3 and 4 of Ta-
NPs and pronouns are also annotated as NEs in ths 3 and 4. Since none of the participating systems
Italian data set. When evaluated on the test set, th@njeved the best score over all four scorers, we re-
heuristic-based mention extractor achieves F-scorgsrt the performance of the system that has the high-
of 80.2 (78.4 recall, 82.1 precision) for Spanish andst average F-score. According to the shared task

92.3 (85.9 recall, 99.6 precision) for Italian. website, TANL-1 (Attardi et al., 2010) achieved the

. . best average F-score in the regular setting for Span-
5.2 Results and Discussion ish, whereas SUCRE (Kobdani and Schitze, 2010)
5.2.1 Supervised Results outperformed others in the remaining settings.

Our supervised systems. While our MT-based ~ Comparing these best shared task results with our

projection approach is unsupervised (i.e., it does n§tPervised results in rows 1 and 2, we see that our
rely on any coreference annotations from the targ&verage F-score for Spanish/Gold is worse than its
language), it would be informative to see the perforghared task counterpart by 0.7 points, but otherwise
mance of thesupervisedesolvers, since their perfor- OUr System outperforms in other settings w.r.t. av-
mance can be viewed as a crude upper bound on tRE2g€ F-score, specifically by 5.0 points for Span-

performance of our unsupervised systems. Specifil/Regular (due to a better MUC F—scorei))’, by 3.4—
ically, we train a mention-pair model on the train-4-7 Points for Italian (due to better CEAF’Band

ing set using the 23 features shown in Table 1 angLANC scores). Overall, these results suggest that
SVM!9"t as the underlying learning algoritftfy the scores achieved by our systems are at least as
and apply the resulting model in combination withcOmMpetitive as the best shared task scores.
Soon et al.’s clustering algorithm (see Section 4) 1859 Unsupervised Results
generate coreference chains for the test texts.
Results on the test sets, reported in terms of re- " )
call (R), precision (P), and F-score (F) computed b§ett|ng 1. Results of our approach, when applied
the four coreference scorers, are shown in the firdi Setting 1, are shown in row 5 of Tables 3 and 4.
two rows of Table 3 (Spanish) and Table 4 (ItaIian)?'Ven that it ha_ls to operate under the severe condi-
For convenience, we summarize a system’s perfoP—on where no linguistic taggers are available for the
mance using a single number, which is shown in thErget language, it is perhaps not surprising to see
last column (Average) and is obtained by taking épe_tt its perfqrmance is significantly worse than that
simple average of the F-scores of the four scorer8f itS supervised counterparts.
More specifically, row 1, which is marked with aSetting 2. Recall that this setting is less resource-
'G’, and row 2, which is marked with a 'R’, show scarce than Setting 1 in that a mention extractor for
the results obtained under tgeld-standardsetting mnce test results in this paper are obtainedgisin

and theregular setting, respectively. one-way ANOVA, withp set to 0.05.
As we can see, under the gold-standard setting, *“Separately, we determined whether the performance drop
in the regular setting is due to the use of automatically acegh
1271l SVM learning parameters in this and other experimentdeatures or the use of system mentions, and found that tiee lat
in this paper are set to their default values. was almost entirely responsible for the drop.

Next, we evaluate our projection algorithm.



CEAF MUC B® BLANC Average

Approach R P F R P F R P F R P F F
1 | Supervised (G) 68.8 68.8 68.8] 582 526 553 765 751 75.8 629 66.1 64.3] 66.1
2 | Supervised (R) 57.4 60.1 588 41.0 46.3 435 576 64.8 61.0 53.9 65.0 552 54.6
3 | Sharedtask best (G) 69.8 69.8 69.8] 52.7 58.3 553 7/5.8 79.0 77.4] 67.3 625 645 66.8
4 | Sharedtask best(R) 58.6 60.0 59.3| 140 484 21.7| 56.6 79.0 66.0] 51.4 747 514 49.6
5 | Setting 1 35,9 529 428 10.8 487 17.7] 30.5 639 41.3] 51.2 726 48.7] 37.6
6 | Setting 2 (True) 65.6 65.6 65.6 16.8 64.7 26.7 643 969 77.3] 52.8 78.8 54.6/ 56.1
7 | Setting 2 (System) | 53.2 55.7 54.4| 13.4 585 21.8 49.8 79.7 61.3 50.7 755 495 46.8
8 | Setting 3 (G) 65.9 659 659 481 452 46.6/ 723 72.6 725/ 60.1 61.4 60.7] 614
9 | Setting 3 (R) 553 553 553/ 34.1 416 375 551 636 59.00 53.8 62.1 549 51.7

Table 3: Results for Spanish
CEAF MUC B BLANC Average

Approach R P F R P F R P F R P F F
1 | Supervised (G) 745 745 7450 318 674 432 744 936 829 584 79.6 629 659
2 | Supervised (R) 73.7 743 740 31.9 68.0 434 60.8 925 733 584 796 629 634
3 | Sharedtask best (G) 66.0 66.0 66.0] 48.1 42.3 45.00 76.7 76,9 76.8/ 548 635 56.9] 61.2
4 | Sharedtask best(R) 57.1 66.2 61.3] 50.1 50.7 50.4| 63.6 79.2 70.6/ 55.2 68.3 57.7f 60.0
5 | Setting 1 170 26.0 20.6] 81 285 12.6/ 141 305 19.3/ 50.1 629 329 214
6 | Setting 2 (True) 73.3 73.3 733 142 606 230 729 96.8 832 519 779 532 582
7 | Setting2 (System) | 60.4 70.1 64.9] 17.2 682 27.5 59.3 97.1 73.6/ 52.0 829 53.4| 54.9
8 | Setting 3 (G) 64.3 64.3 64.3] 28.3 63.3 39.1 653 874 74.8 55.1 74.7 57.5| 58.9
9 | Setting 3 (R) 61.1 629 619 295 632 40.2 60.3 84.1 70.2| 553 729 583 57.7

Table 4: Results for Italian

the target language is available. Results of our ahon-singleton clusters, these results suggest that our
gorithm, when operating under Setting 2 using truapproach is better at identifying singleton clusters
mentions and system mentions, are shown in rovtkan recovering coreference links.

6 and 7 of Tables 3 and 4, respectively. In com-

parison to the results for Setting 1, we see that th%ettIng 3. Finally, we evaluate our approach in a

F-scores obtained under Setting 2 increase signiﬁ-ettIng where it has access to all the information

cantly, regardless of (1) the scoring programs an%vailable to our supervised resolvers, except for the

(2) whether true mentions or system mentions ar%old—standard c_qreference annotations on the_ train-
used. These results provide evidence for our earlidhd Sets. Specmcally, our apprpach uses projected
hypothesis that our projection algorithm can prof_cor_eference annotations to train a resolver on the
itably exploit the linguistic knowledge about the tar-'2iNING texts, whereas the supervised resolvers do
get language that is available to it. In particular, the® Using gold-standard annotations.
mention extractor helps make our approach less sen-Comparing Settings 2 and 3 with respect to true
sitive to word alignment and NP projection errors. mentions (rows 6 and 8 of Tables 3 and 4), we see
mixed results. According to MUC and BLANC, the
In comparison to our supervised results in rows fesolvers in Setting 3 are significantly better than
and 2, our algorithm still lags behind by about 8—1@hose in Setting 2 for both languages. According to
points in average F-score. However, this should nd&’, the resolvers in Setting 2 are significantly better
be surprising, since our algorithm is unsupervisedhan those in Setting 3 for both languages. Accord-
Looking closer at the results, we can see that tH8g to CEAF, the Spanish resolvers in Setting 3 are
performance lag by our approach can be attributegignificantly better than their counterparts in Setting
to its lower recall: in general, the lag in MUC recall2, but the opposite is true for the Italian resolvers.
appears to be more acute than that iaBd CEAF To understand these somewhat contradictory per-
recall. Since MUC only scores non-singleton clusformance trends, let us first note that the dramatic in-

ters wheres Band CEAF score both singleton andcrease in the MUC F-score can be attributed to large



gains in MUC recall. This suggests that the clasflexibility to exploit any available knowledge about
sifiers being trained in Setting 3 have enabled thine target language. In experiments with Spanish
discovery of additional coreference links. In othemand Italian, we obtained promising results: our ap-
words, there are benefits to be obtained just by learproach achieved around 90% of the performance of
ing over noisy coreference annotations, a result thatsupervised resolver when only a mention extrac-
we believe is quite interesting. However, not all oftor for the target language was available. We believe
these newly discovered coreference links are corred¢hat this approach has the potential to allow coref-
The fact that some scoring programs (e.g}) Bre erence technologies to be deployed across a larger
more sensitive to spurious coreference links than theumber of languages than is currently possible, and
others (e.g., MUC) explains these mixed results. that this is just the beginning of a new line of work.
Nevertheless, according to average F-score, theTo gain additional insights into our approach,
resolvers in Setting 3 perform significantly bettewe plan to pursue several directions. First, we
than those in Setting 2 for both languages: F-scomill isolate the impact of each factor that ad-
increases by 5.3 points for Spanish and 0.7 points feersely affects its performance, including errors
Italian. Similar trends can be observed when comin projection, translation, and coreference resolu-
paring the two settings w.r.t. system mentions (rowson in the resource-rich language. Second, we
7 and 9 of Tables 3 and 4): F-score increases by 4vll perform an empirical comparison of two ap-
points for Spanish and 2.8 points for Italian. proaches to projecting coreference annotations, our
While our Setting 3 results still underperform thetranslation-based approach and Camargo de Souza
supervised results in rows 1 and 2, we can see thand Orasan’s (2011) approach, where annotations
they achieve 93-94% of the average F-scores of tlage projected via a parallel corpus. Third, rather than
supervised Spanish resolvers and 89-91% of the avanslate from the target to the source language, we
erage F-scores of the supervised Italian resolvergill examine whether it is better to translate all the
Importantly, recall that our approach achieves thisoreference-annotated data available in the source
level of performance without relying on any gold-language to the target language, and train a coref-
standard coreference annotations in Spanish aetence model for the target language on the trans-
Italian, and we believe that these results demonstra@ted data. Fourth, since the success of our pro-
the promise of our MT-based projection approach. jection approach depends heavily on the accuracies
Since these results suggest that our approach cd&i-machine translation as well as coreference res-
not be successfully applied without MT services, &lution in the source language, we will determine
parallel corpus for learning a word alignment modelwhether their accuracies can be improved via an en-
and a mention extractor for the target language, $¢mble approach, where we employ multiple MT
natural question is: to what extent do these requir€ngines and multiple coreference resolvers. Finally,
ments limit the applicability of our approach? Whilewe plan to employ our approach to alleviate the
it is the case that our approach cannot be applied &®rpus-annotation bottleneck, specifically by using
atruly resource-scarce language, it can be applied tde annotated data it produces to augment the man-
the numerous Indian and East European language8l coreference annotations that capture the specific
for which the aforementioned requirements are saproperties of the target language.
isfied but coreference-annotated data is not readily
available. Acknowledgments

6 Conclusions and Future Work We thank the three anonymous reviewers for their

detailed and insightful comments on an earlier draft
We explored the under-investigated yet challengingf the paper. This work was supported in part by
task of performing coreference resolution for a lanNSF Grants 11S-0812261 and 11S-1147644. Any
guage for which we have no coreference-annotatempinions, findings, or conclusions expressed in this
data and no linguistic knowledge of the languageaper are those of the authors and do not necessarily
Our translation-based projection approach has theflect the views or official policies of NSF.



References Hamidreza Kobdani, Hinrich Schitze, Michael
Schiehlen, and Hans Kamp. 2011. Bootstrap-
ping coreference resolution using word associations.
In Proceedings of the 49th Annual Meeting of the
Association for Computational Linguistics: Human

Giuseppe Attardi, Maria Simi, and Stefano Dei Rossi.
2010. TANL-1: Coreference resolution by parse anal-
ysis and similarity clustering. IfProceedings of the
5th International Workshop on Semantic Evaluation Language Technologiepages 783-792.

pages 108—131- « Baldwi b dPhilipp Koehn. 2005. Europarl: A parallel corpus for
Amit Bagga and Breck Baldwin. 1998. Entity-based  g4iistical machine translation. Rroceedings of MT
cross-document coreferencing using the vector space Summit X

model. In_Pr(_)ceedings of the_36th A_nnugl Meeting 0inaoqiang Luo, Abe Ittycheriah, Hongyan Jing, Nanda
the Association for Computational Linguistics and the o - bb-ia and Salim Roukos. 2004. A mention-
17th International Conference on Computational Lin- synchronous coreference resolution algorithm based

gu_lstlcs pages 79-85. ) on the Bell tree. InProceedings of the 42nd Annual
Jennifer Camargo de Souza and Constantine Orasan.\eeting of the Association for Computational Linguis-
2011. Can projected chains in parallel corpora help 4i.g pages 135-142.

coreference resolution? Wnaphora Processing and s qgiang Luo. 2005. On coreference resolution perfor-
_Applications pages 59-69. Springer. _ mance metrics. IfProceedings of Human Language

Dipanjan Das and Slav Petrov. 2011. Unsupervised part- Technology Conference and Conference on Empirical
of-speech tagging with bilingual graph-based projec- pethods in Natural Language Processimmges 25—
tions. InProceedings of the 49th Annual Meeting of 35

the Association for Computational Linguistics: Hu-paqa Mihalcea, Carmen Banea, and Janyce Wiebe. 2007.

man Language Technologigmges 600-609. ~ Learning multilingual subjective language via cross-
models and ranking for coreference resolutionPta- Meeting of the Association for Computational Linguis-

ceedings of the 2008 Conference on Empirical Meth- tjcg pages 976-983..

ods in Natural Language Processingages 660-669. Ryslan Mitkov. 1999. Multilingual anaphora resolution.
Aria Haghighi and Dan Klein. 2007. Unsupervised Machine Translation14(3—4):281—299.

coreference resolution in a nonparametric bayesiafincent Ng and Claire Cardie. 2002. Improving machine

model. InProceedings of the 45th Annual Meeting of |earning approaches to coreference resolutiorProz

the Association for Computational Linguistigsages  ceedings of the 40th Annual Meeting of the Association

848-855. _ for Computational Linguisticppages 104—111.
Aria Haghighi and Dan Klein. 2010. Coreference resvincent Ng. 2008. Unsupervised models for coreference
olution in a modular, entity-centered model. Pmo- resolution. InProceedings of the 2008 Conference on

ceedings of Human Language Technologies: The 2010 Empirical Methods in Natural Language Processing

Annual Conference of the North American Chapter of pages 640-649.

the Association for Computational Linguistigsages Franz Josef Och and Hermann Ney. 2000. Improved sta-

385-393. tistical alignment models. IRroceedings of the 38th
Sanda Harabagiu and Steven Maiorano. 2000. Multi- Annual Meeting of the Association for Computational

lingual coreference resolution. Froceedings of the  Linguistics

Sixth Applied Natural Language Processing ConferHoifung Poon and Pedro Domingos. 2008. Joint un-

ence pages 142-149. supervised coreference resolution with Markov Logic.
Rebecca Hwa, Philip Resnik, Amy Weinberg, Clara In Proceedings of the 2008 Conference on Empirical

Cabezas, and Okan Kolak. 2005. Bootstrapping Methods in Natural Language Processjpgges 650—

parsers via syntactic projection across parallel texts. 659.

Natural Language Engineering1(3):311-325. Martin F. Porter. 1980. An algorithm for suffix stripping.
Thorsten Joachims. 1999. Making large-scale SVM Program 14(3):130-137.

learning practical. In Bernhard Scholkopf, Christo-Oana Postolache, Dan Cristea, and Constantin Orasan.

pher Burges, and Alexander Smola, editédxdyances 2006. Transferring coreference chains through word

in Kernel Methods — Support Vector Learnjiages alignment. InProceedings of the Fifth International

44-56. MIT Press, Cambridge, MA. Conference on Language Resources and Evaluation
Hamidreza Kobdani and Hinrich Schiitze. 2010. SU- pages 889-892.

CRE: A modular system for coreference resolution. IrKarthik Raghunathan, Heeyoung Lee, Sudarshan Ran-

Proceedings of the 5th International Workshop on Se- garajan, Nate Chambers, Mihai Surdeanu, Dan Juraf-

mantic Evaluationpages 92-95. sky, and Christopher Manning. 2010. A multi-pass



sieve for coreference resolution. Rroceedings of Imed Zitouni and Radu Florian. 2008. Mention detec-

the 2010 Conference on Empirical Methods in Natu-
ral Language Processingages 492-501.

Altaf Rahman and Vincent Ng. 2009. Supervised mod-
els for coreference resolution. Proceedings of the
2009 Conference on Empirical Methods in Natural
Language Processingages 968—-977.

Marta Recasens and Eduard Hovy. 2011. BLANC: Im-
plementing the Rand Index for coreference evaluation.
Natural Language Engineerind7(4):485-510.

Marta Recasens, Lluis Marquez, Emili Sapena,
M. Antonia Marti, Mariona Taulé, Veéronigue
Hoste, Massimo Poesio, and Yannick Versley. 2010.
Semeval-2010 task 1: Coreference resolution in multi-
ple languages. IRroceedings of the 5th International
Workshop on Semantic Evaluatigrages 1-8.

Philip Resnik. 2004. Exploiting hidden meanings: Us-
ing bilingual text for monolingual annotation. Pro-
ceedings of the 5th International Conference on Com-
putational Linguistics and Intelligent Text Processing
pages 283-299.

Wee Meng Soon, Hwee Tou Ng, and Daniel Chung Yong
Lim. 2001. A machine learning approach to corefer-
ence resolution of noun phraseSomputational Lin-
guistics 27(4):521-544.

Veselin Stoyanov, Nathan Gilbert, Claire Cardie, and
Ellen Riloff. 2009. Conundrums in noun phrase coref-
erence resolution: Making sense of the state-of-the-
art. InProceedings of the Joint Conference of the 47th
Annual Meeting of the ACL and the 4th International
Joint Conference on Natural Language Processing of
the AFNLR pages 656—-664.

Veselin Stoyanov, Claire Cardie, Nathan Gilbert, Ellen
Riloff, David Buttler, and David Hysom. 2010. Coref-
erence resolution with reconcile. Rroceedings of the
ACL 2010 Conference Short Papgpages 156—161.

Marc Vilain, John Burger, John Aberdeen, Dennis Con-
nolly, and Lynette Hirschman. 1995. A model-
theoretic coreference scoring scheme. Proceed-
ings of the Sixth Message Understanding Confergnce
pages 45-52.

Xiaofeng Yang, Jian Su, Jun Lang, Chew Lim Tan, and
Sheng Li. 2008. An entity-mention model for coref-
erence resolution with inductive logic programming.
In Proceedings of the 46th Annual Meeting of the As-
sociation for Computational Linguistics: Human Lan-
guage Technologiepages 843-851.

David Yarowsky and Grace Ngai. 2001. Inducing mul-
tilingual POS taggers and NP bracketers via robust
projection across aligned corpora. Proceedings of
the Second Meeting of the North American Chapter of
the Association for Computational Linguistigsages
200-207.

tion crossing the language barrier. Pmoceedings of
the 2008 Conference on Empirical Methods in Natural
Language Processingages 600—609.



