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1 Discriminative vs. Generative Models

An interesting question surrounding semi-
supervised learning for NLP is: should we use
discriminative models or generative models? De-
spite the fact that generative models have been
frequently employed in a semi-supervised setting
since the early days of the statistical revolution in
NLP, we advocate the use of discriminative models.
The ability of discriminative models to handle
complex, high-dimensional feature spaces and their
strong theoretical guarantees have made them a
very appealing alternative to their generative coun-
terparts. Perhaps more importantly, discriminative
models have been shown to offer competitive per-
formance on a variety of sequential and structured
learning tasks in NLP that are traditionally tackled
via generative models, such as letter-to-phoneme
conversion (Jiampojamarn et al., 2008), semantic
role labeling (Toutanova et al., 2005), syntactic
parsing (Taskar et al., 2004), language modeling
(Roark et al., 2004), and machine translation (Liang
et al., 2006). While generative models allow the
seamless integration of prior knowledge, discrim-
inative models seem to outperform generative
models in a “no prior”, agnostic learning setting.
See Ng and Jordan (2002) and Toutanova (2006) for
insightful comparisons between generative models
and discriminative models.

2 Discriminative EM?

A number of semi-supervised learning systems can
bootstrap from small amounts of labeled data using
discriminative learners, including self-training, co-

training (Blum and Mitchell, 1998), and transduc-
tive SVM (Joachims, 1999). However, none of them
seems to outperform the others across different do-
mains, and each has its pros and cons. Self-training
can be used in combination with any discriminative
learning model, but it does not take into account the
confidence associated with the label of each data
point, for instance, by placing more weight on the
(perfectly labeled) seeds than on the (presumably
noisily labeled) bootstrapped data during the learn-
ing process. Co-training is a natural choice if the
data possesses two independent, redundant feature
splits. However, this conditional independence as-
sumption is a fairly strict assumption and can rarely
be satisfied in practice; worse still, it is typically not
easy to determine the extent to which a dataset sat-
isfies this assumption. Transductive SVM tends to
learn better max-margin hyperplanes with the use
of unlabeled data, but its optimization procedure is
non-trivial and its performance may deteriorate if a
sufficiently large amount of unlabeled data is used.

Recently, Brefeld and Scheffer (2004) have pro-
posed a new semi-supervised learning technique,
EM-SVM, which is interesting in that it incorpo-
rates a discriminative model in an EM setting. Un-
like self-training, EM-SVM takes into account the
confidence of the new labels, ensuring that the in-
stances that are labeled with less confidence by the
SVM have less impact on the training process than
the confidently-labeled instances. So far, EM-SVM
has been tested on text classification problems, out-
performing transductive SVM. It would be interest-
ing to see whether EM-SVM can beat existing semi-
supervised learners for other NLP tasks.



3 Effectiveness of Bootstrapping

How effective are the aforementioned semi-
supervised learning systems in bootstrapping from
small amounts of labeled data? While there are quite
a few success stories reporting considerable perfor-
mance gains over an inductive baseline (e.g., parsing
(McClosky et al., 2008), coreference resolution (Ng
and Cardie, 2003), and machine translation (Ueff-
ing et al., 2007)), there are negative results too (see
Pierce and Cardie (2001), He and Gildea (2006), and
Duh and Kirchhoff (2006)). Bootstrapping perfor-
mance can be sensitive to the setting of the param-
eters of these semi-supervised learners (e.g., when
to stop, how many instances to be added to the la-
beled data in each iteration). To date, however, re-
searchers have relied on various heuristics for pa-
rameter selection, but what we need is a principled
method for addressing this problem. Recently, Mc-
Closky et al. (2008) have characterized the condi-
tions under which self-training would be effective
for semi-supervised syntactic parsing. We believe
that the NLP community needs to perform more re-
search of this kind, which focuses on identifying the
algorithm(s) that achieve good performance under a
given setting (e.g., few initial seeds, large amounts
of unlabeled data, complex feature space, skewed
class distributions).

4 Domain Adaptation

Domain adaptation has recently become a popular
research topic in the NLP community (Blitzer et al.,
2007). The goal is to adapt a classifier trained on one
domain to another, possibly related, domain where
little annotated data is available. It may be possible
to improve the adaptability of this classifier by boot-
strapping it using unlabeled data from the new do-
main. A related problem is the automatic creation of
annotated resources for a resource-scarce language,
where a common approach is to first project linguis-
tic annotations from a resource-rich language to the
resource-scarce language via a parallel corpus, and
then train a classifier on the projected annotations.
We may again be able to improve the adaptability
of this new classifier by bootstrapping it using unla-
beled data from the target language.
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